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Information diffusion in the era of social media
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Good

Filter bubble / Echo chamber

Opposite opinions cannot 
be delivered

People deliberately or unconsciously 
hear opinions of the same stance

Digital gerrymandering
Thought instruction

We need the technology for consensus building and 
decision making under the variety of opinions



Stance detection (Mohammad+ 2016)
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Topic: TPP

I totally disagree with TPP.
It’s better to promote domestic consumption.
It’s better to promote free trade.

𝑃𝑃(𝑦𝑦|𝒙𝒙) �𝑦𝑦
Favor

Against

Topic-
independent

Against

Topic-
specific

Impractical to prepare supervision data for 
every topic, e.g., Trump, nuclear plant…

Acquire topic-specific knowledge 
not from supervision data but 
from other data (e.g., Wikipedia)

agree

Suppressed
by TPP

Stance detection needs topic specific/independent knowledge

disagree
Promoted

by TPP

(No knowledge required)
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Applications of stance detection
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Automatic debating
https://www.youtube.com/watch?v=7g59PJxbGhY

Argumentation mining
https://www.procon.org/

Detecting fake news
http://www.fakenewschallenge.org/

Public opinion survey
http://www.asahi.com/politics/yoron/

https://www.youtube.com/watch?v=7g59PJxbGhY
https://www.procon.org/
https://www.procon.org/
http://www.asahi.com/politics/yoron/


Opinion analysis requires world knowledge
(Saint-Dizier 2016, Hanawa+ 2017, Moens 2018)

• An example that requires the world knowledge

• is-a(cellphone, technology)
• used-for(cellphone, communication)

• The world knowledge is essential to opinion analysis
• 78% of relation recognitions between argumentation units 

require the world knowledge (Saint-Dizier 2016)
• 40.2% of tweets require the world knowledge for 

identifying stances of tweets (Hanawa+ 2017)
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Technology negatively influences how people communicate.
Some people use their cellphone constantly and do not even notice their environment.

The 2nd sentence 
is a warrant of 
the 1st sentence



Opinion analysis with the world knowledge

• Argumentation mining with the world knowledge
• Gaps between claims (Boltuzic+ 2016)
• Argument reasoning comprehension (Habernal+ 2018)
• Stance detection with attention (Hanawa+, under review)

• Acquiring knowledge from the Web
• From Wikipedia (Hanawa+ 2017)
• From Twitter (Sasaki+ 2017; Sasaki+ 2018)
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Filling the gap between claims (Boltuzic+ 2016)
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Legalized marijuana can be controlled and regulated by the government. 

If something is not taxed, criminals sell it.

Things that are taxed are controlled and regulated by the government.

Criminals should be stopped from selling things.

Marijuana is not taxed, and those who sell it are usually criminals of some sort.

It is easy for humans to infer that these claims are in the same stance,
but this is extremely difficult for computers

Implicit premises to fill the gap



Filling the gaps between claims (Boltuzic+ 2016)

• Building a dataset for filling the gaps between claims
• They use an existing dataset (Hasan+ 2014)
• Three humans fill the gaps between 500 pairs of claims
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• Findings
• Negative correlation 

between the number of 
gaps and the similarity of 
claims

• Filling the gaps improved 
the performance on 
automatic claim matching 

• No consistency in premises 
filled by humans (right 
figure)



Argument reasoning comprehension
(Habernal+ 2018) (cloze-style gap filling)
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Russia cannot be a partner.

Russia has the same 
objectives of the US.

Russia has the opposite 
objectives of the US.

Cooperating with Russia on terrorism ignores Russia’s overall objectives.Reason

Claim

Warrant

Russia can be a partner.

• Two warrants are given to a pair of a reason and claim
• Choose a claim that is suitable to connect the reason and claim
• The other warrant was prepared to conclude the opposite claim

• This study call this warrant alternative warrant (AW)

R

WAW

C



Argument reasoning comprehension
(Habernal+ 2018)
• Creation of the dataset

• Room for Debate in New York Times
• Issued eight micro tasks to crowd 

sourcing
• 1,970 tuples of (C, R, W, AW)
• Human accuracy (choosing W instead of 

AW) was 79.8% (average workers) and 
90.9% (trained workers)

• Automatic classification of W and 
AW
• Encoder-decoder model with attention 

mechanism
• Accuracy was 56.0% (much lower than 

the human performance
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https://www.nytimes.com/roomfordebate/2017/01/19/media-in-the-age-of-trump

https://www.nytimes.com/roomfordebate/2017/01/19/media-in-the-age-of-trump


Integrating knowledge into DNNs
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Representation learning for KBs

• RESCAL (Nickel+ 11)

• TransE (Bordes+ 13)

• Train or (and ) by max-margin loss

         

Japan

Tokyo

capital capital

UK

London

Japan capital Tokyo

Knowledgeable Reader (Mihaylov+ 18)

KBLSTM (Yang+ 17)

COREQA (Shizhu+ 17)



Our attempts

Collaborators

2018-07-28 Knowledge Acquisition from Web and Opinion Analysis 12

Akira Sasaki
Recruit Technologies

(PhD at Tohoku University)

Kentaro Inui
Tohoku University
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Kazuaki Hanawa
Tohoku University



Stance detection with external knowledge
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Table of Contents
• Building a corpus for stance detection

• Does external knowledge really matter?

• Acquiring topic knowledge
• Reading Wikipedia articles for extracting causal 
(promote/suppress) relations

• Analyzing SNS posts for extracting inter-topic 
preferences

• Detecting stance by attending knowledge
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A dataset for stance detection
(Hanawa+, under review)

• Includes 7 topics, 2000 tweets for each topic
• Labeled by crowd workers to 👍👍, 👎👎, or none
• Uses tweets where 4 out of 5 workers agreed

• Other tweets were discarded (shown as 🆖🆖 below)
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Topic 👍👍 👎👎 none 🆖🆖
大阪都構想 (Osaka Metropolis plan) 239 259 380 1122
安保法案 (2015 Japanese military legislation) 168 352 262 1218
プレミアムフライデー (Premium Friday) 153 744 218 885
Trans-Pacific Partnership (TPP) 53 802 230 915
原発 (nuclear power plant) 47 783 202 968
集団的自衛権 (right of collective self-defense) 160 468 196 1177
共謀罪 (Anti-Conspiracy Bill) 86 592 308 1014
Total 906 4000 1795 7299



Necessity of domain knowledge
(Hanawa+, under review)

• We manually examined the necessity of external 
knowledge by using 10% samples of the dataset

• We found that 40.1% of the examined instances 
require the topic-specific knowledge for detecting 
stances
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Necessary knowledge % Statement example
No topic knowledge 56.3 Nuclear power plant is absolutely necessary 

(NPP: 👍👍)

Promote/suppress (in Wikipedia) 26.3 Custom should function (TPP: 👎👎)

Promote/suppress (not in Wikipedia) 13.9 I’m worrying about gene-altered foods (TPP: 👎👎)

Other types of knowledge 2.5 Do you want another Public Order and Police 
Law? (2015 Japanese military legislation: 👎👎)



Reading Wikipedia articles for relation extraction
(Hanawa+ 2017)

• Treat a title of a Wikipedia article as a subject of a relation
• We can avoid various problems (e.g., coreferences, paraphrases) in RE
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Promote Promoted_by Suppress Suppressed_by



Collecting annotations via crowdsourcing
(Hanawa+ 2017)
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Annotation results
(Hanawa+ 2017)

• 10 annotations for 1494 articles of 9 categories:
• Social issues, Disasters, Diseases and disorders, Innovation, 

Policy, Finance, Energy technology, Biomolecules, Nutrients
• Annotation excerpt for “Leukemia” article

• We did not specify annotation boundaries to the workers 
(e.g., noun or verb phrases)

• Nested spans observed between PRO and SUP
• Cloud workers often confuse direction of causality

• Annotation results are available at:
• http://www.cl.ecei.tohoku.ac.jp/wikipedia_pro_sup/
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http://www.cl.ecei.tohoku.ac.jp/wikipedia_pro_sup/


Quality assessment of annotations
(Hanawa+ 2017)

• Agreement between the gold-standard data and 𝑛𝑛-match 
aggregation from 𝑚𝑚 annotations

• Recommended setting for obtaining good agreement:
• Extracting spans at least two annotators agreed
• Receive at least five annotations for each article

• Applying 2-match aggregation to the data:
• 7624 PRO, 2923 SUP, 5387 PRO_BY, and 1127 SUP_BY annotations
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Automatic extraction of causal relations
(Hanawa+ 2017)

• Using 2-match aggregation as training data
• IOB2 notation (e.g., B-PRO, I-PRO)
• One layer bi-directional LSTMs for labeling words
• Occurrences of title phrases are replaced with __TITLE__

• F1 scores are relatively low (but understandable)
• Annotator agreement was approximately 0.5 F1 score
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Acquiring topic knowledge from SNS
(Sasaki+ 2017)

• Similar idea to item recommendation
• “Other items you may also like” (based on purchase history)

• “Other topics you may also like/dislike” (based on tweets)
• Collect a number of tuples (user, topic, 👍👍 or 👎👎) from Twitter
• Store the tuples as a 2D matrix
• Apply matrix factorization to complete missing values
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Acquiring topic knowledge from SNS
(Sasaki+ 2017)
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Experiment: predicting missing stances
(Sasaki+ 2017)
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Hide and predict missing values

Our approach predicts 
missing topic preferences 

of 82-95% accuracy

Majority baseline cannot 
predict preferences of 

vocal users, whose 
preferences are deviated 

from those of the average 

Matrix Factorization

Majority Baseline



Example of predicted stances
(Sasaki+ 2017)
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Agreed with:
• Regime change
• Capital relocation

Disagreed with:
• Abe’s cabinet
• Okinawa military base
• Nuclear weapons
• TPP

May also agree with:
• Same-sex partnership 

(0.9697)
• Vote for NO to the 

cabinet (0.9248)

May also disagree with:
• Nuclear power plant (-

1.0269)
• War bill (-1.0190)
• Construction of a new 

base (-1.0186)

Prediction by matrix factorization



Stance classification with users’ posts
(Sasaki+ 2018)
• Sasaki+ (2017) model the inter-topic preferences, but 

could not utilize the posts from the users
• This study considers users’ posts as well as inter-topic 

preferences by using Factorization machines instead of 
Matrix Factorization

• Factorization machines:
• Predict a target variable �𝑦𝑦 for a given feature vector (𝑥𝑥1 … 𝑥𝑥𝑛𝑛)

�𝑦𝑦 = 𝑤𝑤0 + �
𝑖𝑖=1

𝑛𝑛

𝑤𝑤𝑖𝑖𝑥𝑥𝑖𝑖 + �
𝑖𝑖=1

𝑛𝑛

�
𝑗𝑗=𝑖𝑖+1

𝑛𝑛

𝒗𝒗𝑖𝑖,𝒗𝒗𝑗𝑗 𝑥𝑥𝑖𝑖𝑥𝑥𝑗𝑗

• Parameters (𝑤𝑤0 𝑤𝑤1 …𝑤𝑤𝑛𝑛) and (𝒗𝒗1 … 𝒗𝒗𝑛𝑛) trained by ttfm

2018-07-28 Knowledge Acquisition from Web and Opinion Analysis 26

First order Second order



Applying factorization machines
(Sasaki+ 2018)

• Target variable
• The stance of a user towards a topic

#positive − #negative
#positive + #negative

• From -1 (negative stance) to +1 (positive stance)

• Features
• User identifier
• Topic identifier
• User’s stance towards other topics
• User’s post
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Example (without users’ posts)
(Sasaki+ 2018)

• The user A is favor to the topic X, but against to the topic Y.
• Record 1 presents the stance toward topic X as the target 

variable and the stance toward Y as other topics.
• Record 2 presents the stance toward topic Y as the target 

variable and the stance toward X as other topics.
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Example (without users’ posts)
(Sasaki+ 2018)

• Record 1: 1 = 𝑤𝑤0 + 𝑤𝑤user:A + 𝑤𝑤topic:X − 𝑤𝑤other:Y +
𝒗𝒗user:A,𝒗𝒗topic:X − 𝒗𝒗topic:X,𝒗𝒗other:Y − 𝒗𝒗other:Y,𝒗𝒗user:A

• Record 2: −1 = 𝑤𝑤0 + 𝑤𝑤user:A + 𝑤𝑤topic:Y + 𝑤𝑤other:X +
𝒗𝒗user:A,𝒗𝒗topic:Y + 𝒗𝒗topic:Y,𝒗𝒗other:X + 𝒗𝒗other:X,𝒗𝒗user:A
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Features for users’ posts
(Sasaki+ 2018)

• Features from uni-grams, bi-grams, dependencies in 
users’ posts
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Stance detection by using users’ posts
(Sasaki+ 2018)

• Can we predict the stance of every user towards a topic?
• Users’ posts increased the accuracy of stance detection
• The more topics a user refers their stances to, the higher performance 

the stance detection achieves
• Accuracy for stance detection for the users who declared no 

stance (about 70% of the users) is estimated around 65%
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Conclusions and future work
• An attempt to incorporate knowledge to DNNs

• Building a corpus for stance detection
• Acquiring topic knowledge from Wikipedia
• Detecting stance by attending knowledge

• Future work
• Expand the source for acquiring external knowledge
• Explore an end-to-end architecture of knowledge 

acquisition and stance detection
• Currently they are split into two separate models
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