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Abstract

This paper demonstrates a reverse dictio-
nary that can return relevant idiomatic ex-
pressions based on queries (input descrip-
tions) given by users. The implementation
of the system can be achieved with a Vec-
tor Space Model (VSM). However, when it
comes to VSM, although its performance
on queries is high under the condition that
pairs of common keywords are shared be-
tween a query and documents, the lim-
itations such as lack of common words,
and information loss after matrix factor-
ization inevitably worsen the performance.
To address these limitations, we employed
a feed-forward neural network to map be-
tween rich literal semantics (word embed-
dings) and latent semantics (singular vec-
tors) via general literal semantics (Bag-
of-Words). A comparatively high perfor-
mance on queries is achieved by this ap-
proach, which can address the limitations
to some extent. Therefore, to take the ad-
vantages of both the VSM and the neu-
ral network, we sorted their outputs (co-
sine similarity between a query and vector
representations of idiomatic expressions)
in decreasing order, and significantly im-
proved the performance on queries.

1 Introduction

According to the survey written by (Turney and
Pantel, 2010), the VSM was developed for the
SMART information retrieval system (Salton and
others, 1971), which pioneered many of the con-
cepts that are used in modern search engines
(Schütze et al., 2008). One form of VSM is
term-document matrix, which contains the doc-
uments representing phrases, sentences, or texts,
and terms representing all the single words of

those documents. The key idea of VSM is to rep-
resent all the documents in a term-document ma-
trix as points in a space (distributional representa-
tions). The points that are close in the space can
be considered as semantically similar, whereas the
points that are far apart from each other are seman-
tically distant. A user’s query (pseudo-document)
is also represented as a point in the same space as
the documents. The documents are sorted in order
of decreasing semantic similarity from the query,
and then presented to the user.

The original elements in the vector representa-
tion of each document are Bag-of-Words. The fre-
quencies of words in a document, to some extent,
can determine how relevant the document is to a
query. The Bag-of-Words hypothesis is the ba-
sis for applying the VSM to information retrieval
(Salton et al., 1975). However, the original term-
document matrix has some limitations when ap-
plied to information retrieval tasks. When the size
of the matrix (M ×N ) is enormous, this will con-
sume a considerable memory footprint. Moreover,
the documents used in our experiment are short
texts such as phrases and sentences, which makes
the matrix sparse. To address this limitation, ma-
trix factorization was introduced, and one standard
way to perform this mathematical operation is Sin-
gular Vector Decomposition (SVD) (Deerwester
et al., 1990), which is engaged in the process of
LSA (Latent Semantic Analysis) (Landauer and
Dumais, 1997). SVD decomposes the matrix X
(M ×N ) into the product of three matrices U (M
× K) ·

∑
(K × K) · V T (K · N ), in which U

is a left singular matrix,
∑

is a diagonal matrix
of singular values, V T is a right singular matrix,
where K � M or N . From the perspective of
mathematics, this operation is a kind of dimension
reduction. On the other hand, from the perspective
of computational linguistics, we consider it as a la-
tent semantics detection: U is composed of latent
semantics of all words, and V T is composed of la-
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tent semantics of all documents. Proximity in the
induced latent space has been shown to correlate
with semantic similarity (Mihalcea et al., 2006).
Within the right singular matrix, each document
has k latent semantics, and then we just need to
use some similarity mechanism like cosine simi-
larity to judge which documents are semantically
similar to a given query, and then display them to
users. Some researchers argue that important in-
formation can be lost after matrix factorization (Ji
and Eisenstein, 2013). This is one of the limita-
tions that we want to address. We do not con-
sider the latent semantics only, instead we bind it
to literal semantics in order to realize a conceptual
mapping mechanism. The details are presented in
section 5.

Below is an example that shows another limita-
tion of the VSM. Both descriptions are excerpted
from two commercial dictionaries, which describe
the meaning of the idiomatic expression: “have
your cake and eat it too”.

D1 “to get the benefits of two different situations
or things when you should only get the ben-
efit of one of them” (Collins Online Dictio-
nary1)

D2 “to have the advantages of something without
its disadvantages” (Oxford Learner’s Dictio-
nary2)

Since they describe the same idiomatic expres-
sion, they can be identified as paraphrase. How-
ever, common words are barely shared between
them, and ‘advantage’ to ‘benefit’ and ‘get’ to
‘have’ do not share the same lemma. Therefore,
it would be problematic for VSM to retrieve D2
when D1 is a query. We call this limitation lack of
common words.

2 Reverse Dictionary

A reverse dictionary (Sierra, 2000), also known as
an inverse dictionary, or search-by-concept dictio-
nary (Calvo et al., 2016) is a system that returns
words based on user descriptions or definitions
(Zock and Bilac, 2004). For example, given in-
put query “a large aggressive animal with wings
and a long tail, that can breathe out fire”, a reverse
dictionary would return ‘dragon’ as primary can-
didate to users. A successful implementation of a

1https://www.collinsdictionary.com/
2https://www.oxfordlearnersdictionaries.

com/definition/english/

reverse dictionary was proposed in 2016 (Hill et
al., 2016) who used neural language embedding
model to map dictionary definitions (phrases) to
(lexical) representations of the words defined by
those definitions, the performance of which could
almost rival a commercial online reverse dictio-
nary3.

As defined above, a reverse dictionary of En-
glish idiomatic expressions is a system that returns
idiomatic expressions to users, given a query of in-
put description. As of writing, to the author’s best
knowledge, there is only one online commercial
system4 for looking up relevant idiomatic expres-
sions given descriptions as queries. We also com-
pared its performance on our test dataset. The im-
plementation of the reverse dictionary of idiomatic
expressions can be completed by VSM. However,
to address the aforementioned limitations of VSM,
our proposed method is presented in this paper.

3 Dataset

We have collected 1,404 common English id-
iomatic expressions and their corresponding de-
scriptions (definitions) from three online re-
sources5. In addition to these, we also added
the definitions from Oxford Learner’s Dictionary
to the idiomatic expressions in our dataset. As
a result, 2,330 descriptions have been collected.
While some idiomatic expressions have only one
description, others have two or more descriptions.
For example, if the idiomatic expression w has
descriptions {d1. . .dn}, then we include all pairs
(w, d1) . . . (w, dn) as training examples. For the
test dataset, we collected 70 input descriptions
from Collins Online Dictionary as unseen data
describing 70 idiomatic expressions randomly-
chosen from our training dataset.

4 Baseline Method

LDA (Latent Dirichlet Allocation) (Blei et al.,
2003) is a classic probabilistic model used to build
up document-topics distribution and topic-terms
distribution. In our experiment, only document-
topics distribution was utilized. Since in our task
of providing idiomatic expressions for input de-
scriptions, texts are short phrases and sentences,

3https://www.onelook.com
4http://www.idioms4you.com
5https://www.ef.com/wwen/

english-resources/english-idioms/,
https://7esl.com/english-idioms/,
http://idiomsite.com/
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measuring semantic similarity via topics distribu-
tion (100 topics in our baseline because it is same
as the number of components of LSA set in the
proposed method) would not be accurate. The
vector representation (see Equation 1) of each id-
iomatic expression ~I is the averaged document-
topics-distribution vectors ~s of all descriptions be-
longing to the idiomatic expression.

~I =

∑n
i=1 ~si
n

(1)

5 Proposed Method

Our inspiration stems from connotations for a sin-
gle word; for example, the word ‘professional’
has connotations of skill and excellence. Hence,
if another single word like ‘expert’ also has simi-
lar connotations, we can consider them as seman-
tically similar. Likewise, if two short texts like
phrases or sentences have similar latent semantics,
they can also be considered as semantically simi-
lar, and then they can be matched.

Figure 1: Our feedforward neural network

Figure 1 illustrates the mapping flow of our pro-
posed, the original method described in Section 6.
In this section, we focus on the introducing data
structure, which is the prerequisite for the training
process of the neural network.

The structure of the neural language model can
address the limitation of lack of common words.
Here is an example of our hypothesis.

• Rich literal semantics: parents are euphoric
about the news of his engagement.

• General literal semantics: his parents are ex-
cited about his engagement.

• Latent Semantics: positive sentiment; mar-
riage

Although WordNet (Miller, 1998) has well or-
ganized taxonomy of words (the word relation-
ship like hyponym to hypernym can project the
semantic specificity of words from ‘rich’ to ‘gen-
eral’), we decided to use GloVe (Pennington et
al., 2014), which is considered as an improve-
ment to word2vec model (Mikolov et al., 2013),
and trained on billions of words of raw text. The
reason that GloVe can outperform WordNet in our
case is vector representation of words can be used
as the layer in the flowchart of neural network,
and elementwise addition of word embeddings;
one paradigm is “king – man + woman = queen”.
Thus, the elementwise addition of the word em-
beddings of a short text is considered as rich literal
semantics.

As for general literal semantics, in the raw term-
document matrix, the 2,330 descriptions have
2,553 single words (with stop-words) and 2,436
single words (without stop-words), and each doc-
ument (description in this work) is composed of
Bag-of-Words. Therefore, the length of each doc-
ument is 2,553 with stop-words, and 2,436 with-
out stop-words. We use stop-word list provided
by the Natural Language Toolkit (NLTK) (Loper
and Bird, 2002).

After obtaining general literal semantics, we
used “tf-idf reweighting with SVD” (100 compo-
nents are set in SVD, which is equal to topics num-
ber of the baseline) to obtain the singular vectors
of the decomposed singular matrix (2, 330× 100).
With singular vectors, we can generate the vec-
tor representation of all idiomatic expressions. We
call the vector representation “averaged singular
vector” (namely averaged singular vectors gener-
ated by the equation of topics-distribution vectors
in the baseline); from the perspective of computa-
tional linguistics, we consider all the elements in a
vector representation as the latent semantics of the
idiomatic expression.

As stated in many papers regarding classifi-
cation of idioms, e.g. (Peng et al., 2018), id-
iomatic expressions exhibit the property of non-
compositionality. Therefore, we did not use
word embeddings or Bag-of-Words to represent
idiomatic expressions. In addition, those two can-
not represent latent semantics.

6 Implementation Details

Firstly, we trained the Projection Matrix 2 in-
dependently from the Projection Matrix 1, in or-
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der to map between general literal semantics and
latent semantics.

As we mentioned in Section 3, if an idiomatic
expression w has n descriptions (d1. . .dn), then we
include all pairs (w, d1) . . . (w, dn) as training ex-
amples. For example, the input of Bag-of-Words
d1 is mapped to averaged-singular-vector(w); the
same mapping is performed from d2 to dn. After
all parameters of Projection Matrix 2 are settled
after training, we train Projection Matrix 1.

While Projection Matrix 1 is being trained, the
Bag-of-Words Layer is hidden layer with tanh, and
the most important thing here is that all param-
eters in Projection Matrix 2 are not adjusted any
more – it is fixed there just like pretrained GloVe.
Identically as in the example given above, the in-
put of elementwise-addition(d1) is mapped to the
averaged-singular-vector(w); the same mapping is
performed from d2 to dn.

We trained two models: with and without stop-
words to see if lack of them influence the results.
In the case without stop-words, none of the three
layers contains any stop-words.

During the test, given a description as an input
query, a list of 80 idiomatic expressions is returned
in decreasing order of cosine similarity between
the output to the query and the averaged singular
vectors of all idiomatic expressions.

To compare our model with a conventional
VSM, we employed a raw term-document matrix
for retrieving idiomatic expressions with and with-
out stop-words; this approach was created to ob-
serve the performance change when only literal
semantics is engaged. We also implemented LSA
with tf-idf (reweighting the term-document ma-
trix using tf-idf and decomposing the matrix using
SVD afterwards) to investigate the performance
when only latent semantics is utilized.

To combine the advantages of VSM and of our
model, we integrated them and evaluated using 70
testing queries. The flowchart of testing a query is
illustrated in Figure 2.

Figure 2: Integration of cosine similarity

The cosine similarities between a model output
to a query and the vector representations of all id-
iomatic expressions are calculated at first, and then
sorted into a list according to the decreasing order
of cosine similarity.

Items Settings
Activation Function tanh
Input Length 200
Output Length 100
Hidden layer w stop-words 2,553
Hidden layer w/o stop-words 2,436
Loss function squared error
Epochs (Projection Matrix 2) 200
Epochs (Projection Matrix 1) 2,000

Table 1: Neural network hyperparameters

7 Evaluation

Below we describe one observation on the output
of our model with stop-words eliminated.

• Input Query: ”a situation of comfort or ease”

• Idiomatic expression that ranks 4th in the out-
put: “a bed of roses”

• The description in the training dataset: “an
easy or a pleasant situation”

Above is only one observation of the output that
ranks at 4th based on the query, which is the de-
sired idiomatic expression that we want to look
up. In addition to it, there are the observations
that rank at 1st, 2nd or even 50th. Table 2 is not
to evaluate but to show the overall performance of
70 queries of test dataset that each model returns.

In the table 2, “@1/10/30/50/80” means out of
70 outputs, what is the percentage that each de-
sired idiomatic expression ranks over top 80, 50,
30, 10, or even exactly at 1.

8 Observation Analysis

Extrapolating from the result of our experiment,
we can conclude that VSM performs well only
when a query shares many common keywords
with target documents; whereas our model can
address the limitation of lack of common words.
The integration of VSM and our proposed method
has outperformed other methods as it takes the ad-
vantages of both VSM and our proposed method.
Stop-words influence the result of VSM model to
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Model Model Description @1 @10 @30 @50 @80
Baseline LDA Topic Modeling 0% 1.49% 2.86% 4.29% 7.14%

LSA + tf-idf
(w/o stop-words) Latent Semantics

4.29% 25.71% 31.43% 38.57% 51.43%

LSA + tf-idf
(with stop-words)

10% 35.71% 44.29% 52.86% 57.14%

VSM
(w/o stop-words) General Literal Semantics

37.14% 52.86% 58.57% 58.57% 58.57%

VSM
(with stop-words)

32.85% 45.71% 50% 57.14% 58.57%

Proposed method
(w/o stop-words) Proposed Method

28.57% 51.42% 67.14% 72.86% 74.29%

Proposed method
(with stop-words)

31.43% 51.42% 65.71% 70% 75.71%

Proposed method
+

VSM
Integration 38.57% 62.86% 74.29% 80% 82.86%

Idioms4u Online Commercial 1.43% 20% 27.14% 31.43% 32.86%

Table 2: Comparison results

some extent. On the other hand, it holds almost no
influence to our proposed method.

Below we describe three main observations.
First, let us show an example that describes the
advantage of VSM.

• Input query: “a speech which is intended to
encourage someone to make more effort or
feel more confident”

• The desired idiomatic expression: “Pep talk”

• Its descriptions in the training dataset: “a
short speech intended to encourage some-
body to work harder”, and “an encouraging
speech given to a person or group”

• Baseline: not in the top 80 candidates

• VSM with stop-words involved: 1st

• VSM with stop-words eliminated: 1st

• LSA + tf-idf with stop-words involved: not
in the top 80 candidates

• LSA + tf-idf with stop-words eliminated: not
in the top 80 candidates

• Proposed method with stop-words involved:
37th

• Proposed method with stop-words elimi-
nated: not in the top 80 candidates

• Proposed method + VSM: 5th

• Idioms4you: not in the top 80 candidates

“Speech”, “intend”, and “encourage” are the
common keywords that can contribute to a high
cosine similarity between the query and the de-
scriptions. The mapping mechanism worked for
one of our models (with stop-words) to some de-
gree, but it did not outperform VSM.

The next example shows how our proposed
method is able to address the lack of common
words limitation.

• Input query: “someone who does something
or goes somewhere very early, especially
very early in the morning.”

• The desired idiomatic expression: “an early
bird”

• Its descriptions in the training dataset: “A
person who gets up early in the morning”, “A
person who starts work earlier than others”,
and “somebody who does something prior to
the usual time”

• Baseline: not in the top 80 candidates

• VSM with stop-words involved: not in the
top 80 candidates

• VSM with stop-words eliminated: not in the
top 80 candidates
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• LSA + tf-idf with stop-words involved: 44th

• LSA + tf-idf with stop-words eliminated: not
in the top 80 candidates

• Proposed method with stop-words involved:
23rd

• Proposed method with stop-words elimi-
nated: 1st

• Proposed method + VSM: 23rd

• Idioms4you: not in the top 80 candidates

Our proposed method outperformed the VSM,
even though one of them did not reach top 10. The
performance is comparatively good, because the
rich literal semantics was to some extent mapped
to the general literal semantics. As for VSM, the
only common word shared between the long query
and the descriptions is ‘early’, so the performance
was unsatisfactory.

Finally, the last example below demonstrates
poor performance of all models.

• Input query: “distressed or exasperated to
the limit of one’s endurance”

• The desired idiomatic expression: “at the end
of one’s tether”

• Its descriptions in the training dataset: “run-
ning out of endurance or patience”

• Baseline: not in the top 80 candidates

• VSM with stop-words involved: not in the
top 80 candidates

• VSM with stop-words eliminated: not in the
top 80 candidates

• LSA + tf-idf with stop-words involved: 64th

• LSA + tf-idf with stop-words eliminated: not
in the top 80 candidates

• Proposed method with stop-words involved:
not in the top 80 candidates

• Proposed method with stop-words elimi-
nated: not in the top 80 candidates

• Proposed method + VSM: not in the top 80
candidates

• Idioms4you: not in the top 80 candidates

In fact, none of the methods worked for this
query. Our reasoning is that ‘distress’ and ‘ex-
asperate’ are within the same cluster in the space
of word embeddings, but in the description of
the training dataset, there exists no general words
like ‘sad’ that can be mapped from them. As for
VSM, only one common word ‘endurance’ shared
between the query and the description in a long
phrase, so the cosine similarity between them was
very low.

9 Conclusion and Future Work

In this paper, we presented a method for creating
reverse dictionary of idiomatic expressions that
can return relevant idiomatic expressions given in-
put descriptions as queries. We used feedforward
neural network to map between word2vec and sin-
gular vectors via Bag-of-Words, and extrapolat-
ing from the experimental results, this approach,
to some extent, addresses the VSM’s limitation of
nonexistent common words. However, not all re-
sults of our proposed method achieved superior
performance. Besides that, the size of dataset is
small, which is not conducive to machine learning.
Therefore, in future work, we are going to improve
our method by adding idiomatic expressions from
Wiktionary and enriching neural network architec-
ture in order to further decreasing information loss
after matrix factorization.
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