gobOoob0 oobooooo
0000000 ooOo0oooooooo@270)
SIG-AM-27-02

CLIP ZAHWEEBRZ X JI12& %
INT A — R ZBELICE D WA DIFIR £ R
Generated Images for Picture Book

based on Parameter Optimization by Image Ranking Using CLIP

TR !

Yuya Saito',

s A2
Runhe Huang?
HEBORZER R 6 mA 2o se st
!Graduate School of Computer and Information Sciences, Hosei University

HHEBURTE R

2 Faculty of Computer and Information Sciences, Hosei University

Abstract: We propose a system for generating images from the text of a picture book to assist in image

formation when reading. In the proposed system, each paragraph of the picture book is summarized, and

an image is generated using VQGAN-CLIP of Text-to-Image model based on the summarized text on the

top of the original content. In the process of generating an image, we also propose a ranking method for

determining parameters (the seed value and learning times) based on the CLIP image score and the loss

value of image generation. In the experiments, the relationship between the loss value and the learning time

was investigated, and the learning time parameter was determined in consideration of the execution time.

1 [ZC®HIC

WA, Hia T — 2D, EET DR
M LoEENOEHMEINTETFEE~EEL
TND. A= 74 DOEEPELTEEZLH D,
LT R &2 RIS I HE AT O 2 L Al
Lo TWD., BEEEZIRMT 2 Kindle 72 Sk~
R —ERATIE, 9tEE T R— T 5700k~ 72
BRENHEHRH I N TS, LR VWHFEOEROK
REAT O BB BEES, AT %2 LW EFT 2 RT
LTHEINA T4 MERE, LT %2HARTLT57
ODOYERERER ENYFR—FENTWD., Zhbd
BEEEI TR DR B IThIL T D Z & 2T
TZDEICLEET TR, BFEERLT
IFOMEE LT, XEAHBTEN L CHEORM
EHEMET D L) RE L IEH ZIBOCWV .

F T, AW TIICEONE LN LT, i
DY R— 2T HHEL LT, ABTAI)LIFR
EEKTDHZLICEST, BEDOAA—VREED
RN— T DHRERRET D, AHFZEIC L » TIRES
NAHVAT LTIE, &/37 77 71Zx L CiitkgzeZ
NENERT D, KBRT T T T DOLEONRE & i

% 7-%12, PEGASUS[IIC & 5 SCEERZFIA L,
NI T T TONEE 12 LZE LD BT 5. BEHE
T2 CE A& FAT Text-to-Image & FEIEINL 2 LEN L%
DOWNEIZ A - T2 B & A sl T 2 Bl Ciffa 2 Ak
T %. 4lEliZ VQGAN-CLIP[2], [3]&MEEN S ET
NEFIAT . ez Ak T 2 BITEER AR L,

TR T EATO L TR A AR TE D K
T D, ARBIFETIE, FHTBRAROTENSEB O
ERREAT D . AEARITIE & SO & BT & 725 T
WD, ffel LTHREZART D2 &I LT
WAHLETHDLEZZONDNHTHD. R
BARDE T 7T 712k L CHifg AR L, REY
AT DR DIRAROERAITA D Z 2B ET 5.

2 BEEHE

2.1 XEEH

HARS BRI ICRB W T, CEEKIIAI LT
D XFEIN SR T OIEMRENEH T L%
HEQICHIZEAM TN TE 7o, — A, SCEREEHKIIC

oob0oood



%, AJIOSCEND B HE RSy & W i AS T2
T HHIRERN -, AJTORFIZIh T X EEE
T % Z LIZ X DHBRNER D 2 B0 I KREL T
HIEMTES.

PR BRI, A7 T THETREL, X
RHEFEBEOMBMEEZEICENTH ST T X—A0D
TextRank[4]°, WEEAKDO My 7 Z2EHL, =D
MY 7o XEEMT S Py 7 X—2D
LSA(Latent Semantic Analysis)[5]ZFJH L7z Fike &
Bex RFERRD AR TE L.

—HFTHRENICBOTEL, APRERNEED &
T, LEOEKRZEM L7-9 2 CHUZENEE
T2 FETH L. IR B 2 3283 5720121,
EXXONFBREET), CEONEHRIEHEEET), Hi-/e
LEEAERT D72 E, BRSIENEREC b
LUWERD RO Hivd . D OB B % FE81
T 57O, RTFENLZ I AL TS,
ET — X E BRI EE ST E B R & T —
Yy RS AR SITWD Z & b B TR DV
AMIZ o TWH B THLD. FIZ, RNN ®
Transformer % )i~ L 7= Encoder-Decoder &7 /L73
ME7poTWND., EHIC, ITFBEARSIELE T
RKEQRIERBZBARITWD BERT[6] % s A L 7=
PEGASUS (ZX~> T, miinERENZAEKT 52 &
MDARE L Ip o Tt

2.2 Text-to-Image

Text-to-Image # A7 L%, [EEDOTFA MDD,
FOTFANONRIZIR->T-Eg &2 T 2% A7
DL ThHD. Itk ZOXARTTIZHLNLOHT
FARNEEBOSTZHEL, ANOTFA M
LCENLDEBEZMAESDOEDFIENE LN TE
2. UL, BBFEESHEORBLEBERT 4tk
v NOBUGNAREE 7o o722 & D, PLARZRE:
DERRFIREL 72 oT-. ZDXATX, 7— MR
A2 —FILLDHT A OB BRI TE
HEBEZBNTWNS.

B R FIEDIRENTWDE X A7 TH DN, I
ETIIRRC, WEFEEsT VERD AN %
TR DDB 5. REFEETLO—D2ThH DI
SER Y N —27(GAN)ZIGHL, 7% A MEAT

ELTEXD L THEEEGREAEKT DTFELRS .

B GAN Z i L7= GAN-INT-CLS[7]% X U o,
e A FE G N A R FTRE & 72 D StackGAN[8]D X 5
\Z GAN ZIGH L7122 < OFEMThh T\ b. %
DI ST E £ 7 /L CTlX, OpenAl 2 HHR I

7= DALL-E[9] » FEIZN 2 EF AR ER BTV 5.

FAR S AL B3 B CHFTI e MERE 2R L 72 GPT-

gobOoob0 oobooooo
0000000 ooOo0oooooooo@270)
SIG-AM-27-02

[IO1&EIA L, KRR T—42 vy 2B T2
TG E2 AT 5 Z LR AEE L 7r o Tz,
XY, ETFTARKRMOT —HIZH L THHER
AN AfeLrr Yy gy NEERAREL 2D,
BRIt E R T 2 E N TE .

3 REFE

AW TIE, BAOIXEEZANTFANELT,
FDOTFAMNBIZAG TG L ERT 57200
VAT AERETD. MBEVATLOT XTI F
YIIX 1 &7 5.

5% b

ASRNE VAN

X 1:#RATFLADT —X%FT 7 F %

AN SNTeT F 2 MIHMLBEIC K > TEE LD
B, BRFEETT NS L - TEELEZITY, B
WE ST DH. D%, Text-to-Image DET /LT
KoT, ERXENOBBEERTDH. Fo, B
BB ZAER LD, T %0 7R THlB AR
\CBE RN T A—=Z ZWRIET D, EIZ, RELTT
INTGA=BEHWCTH ) & T 2 a mAERT 5.

7B, AEERT A LEIL, EXORBRAKRE RIS L
LTW5h. AIALEERCEER), Text-to-Image |ZI13H L%
P LT —%ty NEHT5.

3.1 RiLIE

K5 L T AMAROARTICR U TR AT S . B
ALE X B AR S REALEL Sy B R 2 IR T, SCEH
D) AREREL, BBRONRT 3 —~ AELES
HHIENEMTHD. IRV AT A TIT O ANLEL
T ERBY THBD.

« A by 7U— RKDOkxE

“a”7the”, VISR EDFEREDOD R VHEEL T ¥
ZRBEY RS Z LT, EEARHEICESEZ YT
DI ENHHREE D,

s RERFLBORRE

LERIZEEND, "R DR ERE
L, "ICEWHSE 5. CENOBEKREZHO L,
T —~ L ABBESED.

oobosog



32 XEEH

EEAITIE, Text-to-Image DET /M HE XD A
HNOXEZARTHZE2ANET D, BT T T
T O E AR T HIeDITIE, FDONRTTTTON
KelmbrRT LELANETDHIENHELTWD.
ZDOOFEL LT, AENIEENICK HHE
MDA AEIT D . 2.1 TILEERNTET D8R4 e 5t
WZDWTIRATZAS, ARAFSETIE, CEEMITREL
T HEHFEET VTS Pretraining with Extracted
Gap-sentences for Abstractive Summarization Sequence-
to-sequence models (PEGASUS) % V7=, PEGASU (Z
EoT, BT T T TITHLT, 1~2 CREREDOEK
NEZEGDHZ ENARE L 2o T,

PEGASUS O AR 224 1E 1%, BERT & [FARIC
Encoder-Decoder €7 /L Ch 543, i KDOFHMIL Gap
Sentences Generation(GSG) &\ 9 F#E 1L TH D, =
D GSG &9 ik, FRlFE I 2 2528 AR
HWHT 22 A7 TORIENDIEE, LY @

OEMVMERRZ I TE L &V ) HIEIZE SV TN D,

OFY, XFEEKNHICET NV EFEETHOTHNL,
R TEIT EBRC SCE BRI e FiE AR T 5 2
ENFELNEWS Z ETHD. BERT 72 DO FER|
FEE T VO E L TIX, Masked Language
Model(MLM) & BRI 2 FE TERH H. 2051k
%, AMIXEO—HnET X LIZTAT L, YA
7 LT BT & 8 T VRN T D 5T A AT
9. GSG TIXMLM D FikE%E, L0 LEEHDOHZ A
JIZHTHEIICTRN/MEAONTNWD., £,
MLM TiZ T v Z DI~ A7 5 A RE LT
720, LEENIIET VX DICRET D HEITE L
TV, £ZTGSG Tl, HEARNELHX T~
A7 L, ZOEHE THEE5 X8 EITH.

3.3 ERER

Text-to-Image DAERET LI 2.2 TRARZX DI
Bex 0BT AR H DD, AEIEL VQGAN & CLIP #
HAEDETZ VQGAN-CLIP &MEEN DT /L% 1fH
4 %. VQGAN-CLIP (3kk % 72 it 2 £k 95 = &
NHskpZ L, A=V —RL L TCHTHHE AR
BELR-oTWDEZENnD, ALICK DT — MK DS
B CTHLIEREZBOTWAEET LV ERD.

IOk va T, BRERERoTWVD
VQGAN & CLIP (22T, % LT VQGAN-CLIP &
LTCORKDT —FT 7 F ¥ |ZON TS,

3.3.1 VQGAN
VQGAN [T Vector Quantization GAN TH 5. E&F

gobOoob0 oobooooo
0000000 ooOo0oooooooo@270)
SIG-AM-27-02

BRFBEZFS (GAN) (K-> TRIERE~ v 712
*LT, X7 METFE (VQ OFrtR%EMA 5
Z&T, BRBEOEBAEERLTZYD, GRLTEY
TOHIENHRELERSTEET L THD.

PERDHIZETIE, £V @G E OB 2 AR T 5
ZODETIVELT, BEOE T RO HZ EE
Transformer (Z5- X, Transformer OF| 5 CTH 5 K ik
DIRGFEREZICHAT 2 7 e —F RN met s niz. |
BADa L THA 2L VFEL T L2 LA
k5 FIETIES DA, Transformer DOFEE L, Hifg o
7 VEBEEZ DG T, BB L7225 GPU DA
Ry I BREL o T LEIREAR DY, mfifGE
DOHEBEEERTHZENRHE L. £ T,
VQGAN I~ bV EAEOTFIETHIA L, BN
DETENVERE Y TALZ VT L, £TNV—TIC
F Lo T 2z kY, Transformer (25 % 51
WMESHPRL, XV SMEBREOEBDOEREITO Z
ERAREE Te o T

ARWFSETIX, Variational Autoencoder(VAE) & L T
VQGAN Z#FIH$ 5 Z & T, BBEEERT DD
Image Generator & L CO&KEIZH S Z L &7 5.

3.3.2 CLIP

Eifg LT XA NOBBRMEESS Z EDOTX L H]
¥ 5 1 L LT Contrastive Language-Image Pre-
training(CLIP) 2322 X417z, CLIP |34 > ¥ —% v b
ENSUEELZ 4 ELDOEE LT HF A P E"T L L
THAFEEET NV TH D, T X% A MIIX Transformer
% 7= Text Encoder &, IH#21213 ResNet-50, Vision
Transformer(ViT) % F\ > C Image Encoder % “#3% &+
5. ZNZEND Encoder i@ LT, WL T XA bk
@ Embedding ZHfG L, 2o a1 AL
MBI K &5 X 912 Encoder 258 315 Z LT,
B2 bNTeBBICH L TRy 7o a VEERT HH
I ET VA FEBL LTz,

I BT, —RIRERIFEET VORER, FH
L7ieT =%ty MIKFEL, REOT =2k LT
FEEZ b5 2 LSRR 7223, CLIP 13%E L
7T — 2PN THIEENRE L 7225 X 5 72 Zero-shot
FENARE L 2o T,

AP TIL, AJI7 % A b ® Embedding %155 7=
WD Text Encoder &, VQGAN (2L - CTEKREI N
{4 > Embedding %155 7= % ¢ Image Encoder & L
T &SNS, £72, CLIP IXEBE 7F 2 O
WERAaT7 CTHEETDHZENAETHY, BRI D
TR TILEDBNRTA—LZREOBIZOFIHT 5.

3.3.3 VQGAN-CLIP
HelFE & L72, VQGAN & CLIP ZfAdhH -

ooogerog



VQGAN-CLIP |Z & - T Text-to-Image % 17 9 .
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FORRIZ, iter fEAY 50 T o8 2D Z &1 loss fH & &
W45,

LEIERIC AV 72 PEGASUS 1%, cnn_dailymail %
9 5. CNN & Daily Mail (2 & > CTE7= 30
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1T o 72BRT, FE AN 50 ¢ 282 A 2 L 1T loss &
T 5. Fot%, Eo iter [HA VK HAKV loss 1 &
Rolink, N7 72LICEEDD. EITHRR
BT DR A K 1, iter fii & loss EOREFR AR LT
FEHIIER 2 Lo T,

£ 1 BREEREEAT o 7B 0 3 F2AT RE[H]

FEEH 100 250 500
E1TRRE(s) 48.1166 114.4604 225.50585
100& m#= 66.34385  177.3893
250& D= 111.04545

=1 OFTREI G, FEHEESHE A 5 &, FT
FER BN L CTWA Z E0Na0n5d. 2k, Wigs

ERT 7R ERZHR) B AT TWLEOTHD.

WIZ, 32 O iter fH & loss D EIFRIEIZ SV T D
FERAE RS, iter %A 100 & L72KRE, 1T A EDY
777 7T 100 [AFE Lz & & D loss fEA R H KL
o7, WRIZ, iter fEDS 250 OEF G RIERIS, 1T EALE
D/XZ 7 Z 77T 250 B L7RED loss fEA B & 1K
< Ipotz. T, dter EAY 500 & L7=R§E, SFH L
T iter fHA 350 OFEN AL D loss EAME L 72 2 H 2y
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*7-, & iter (ATD loss fEOFHE R D &, LR
100 [R5 _EBR 250 [RIDRFIZHT 0.06 T3> T 5D
(LT, EFR 250 B4 5 500 [BIOEEIIE 0.02 1% &
LYo Ty,

T2 KNRNTTIT 7R LT, FEHEEEEDT-
L XD loss ENH HIKL 72 5 iter fH

FEEK
100 250 500
T 777 iter loss iter loss iter loss
1 100 0.755 250 0.692047 400  0.6839
2 100 0.858606 150 0.777282 400 0.738503
3 100 0.841877 250 0.734142 350 0.710746
4 100 0.783286 250 0.747524 250 0.744691
5 100 0.840254 250 0.78228 250  0.7875
6 50 0.76071 250 0.67835 300 0.662174
7 100 0.776059 250 0.689184 300 0.686342
8 100 0.806283 200 0.801432 250 0.720158
9 100 0.842293 250 0.743442 300 0.740903
10 50 0.75486 250 0.702702 400 0.686614
11 100 0.731423 200 0.689242 300 0.695985
12 100 0.733282 250 0.709531 450 0.702995
13 100 0.775316 250 0.758003 350 0.746047
14 100 0.774019 250 0.708915 500 0.709487
15 100 0.757584 250 0.720492 250 0.710087
16 100 0.824111 250 0.694436 500 0.666173
17 100 0.857855 250 0.758764 450 0.714617
18 100 0.792461 250 0.757109 400 0.721365
19 100 0.789375 250 0.73341 350 0.712016
20 100 0.789269 250 0.737588 300 0.714016
21 100  0.75595 250 0.688265 300 0.676064
T 95.2381  0.79047| 240.4762 0.728769 350 0.710971
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NHOFHmA KD EEZTWD.
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BHI=OIZLL T O X 5 e B EBRGT 5.
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BUEDEBIIENT T T 7 2R 2 \ZAEKT D20
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EEZLND. HBAEKETVICIE, B CHEE
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MIBbLE-EGZFT-ICERT 2 ENAETH
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HEEZTND

o A R 42 0 T VS
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Image DET /L TdH % VQGAN-CLIP 725, 7 F & K
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DB EZ 70T L, b LTc/XT A —F &R
E LTz, %L, ARSIV EG O EZ T v —
MZ X5 TIT, VAT AOPFEEIT->TL.

HiEE

AW D DITHT=0, THREW 207
TR H L ET. 72, HEHOHERZBL TS
< DEFRSOTRE &\ N2 12U N T2 BT T 58 00 B kR | Jeagt
Wi LET.

S5 3K

[1] Zhang, Jingqing,

extracted gap-sentences for abstractive summarization."

et al. "Pegasus: Pre-training with

International Conference on Machine Learning. PMLR,

2020.
[2] Esser, Patrick, RobinRombach, and Bjorn Ommer.
"Taming transformers for high-resolution image

synthesis." Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition. 2021.

[3] Radford, Alec,
models from natural language supervision." arXiv preprint
arXiv:2103.00020 (2021).

[4] Mihalcea, Rada,

order into text." Proceedings of the 2004 conference on

et al. "Learning transferable visual

and Paul Tarau. "Textrank: Bringing

empirical methods in natural language processing. 2004.

[5] Ozsoy, Makbule Gulcin, FerdaNur Alpaslan, and Ilyas
Cicekli.
analysis." Journal of Information Science 37.4 (2011):
405-417.

[6] Devlin, Jacob,
bidirectional transformers for language understanding."
arXiv preprint arXiv:1810.04805 (2018).

[71 Reed, Scott,
synthesis." International Conference on Machine Learning.
PMLR, 2016.

[8] Zhang, Han,

image synthesis with stacked generative adversarial

"Text summarization using latent semantic

et al. "Bert: Pre-training of deep

et al. "Generative adversarial text to image

et al. "Stackgan: Text to photo-realistic

networks." Proceedings of the IEEE international
conference on computer vision. 2017.

[91 Ramesh, Aditya,
generation." arXiv preprint arXiv:2102.12092 (2021).

[10] Brown, TomB.,
learners." arXiv preprint arXiv:2005.14165 (2020).

et al. "Zero-shot text-to-image

et al. "Language models are few-shot

ooapoo



	sigam27.pdf
	sigam2702.pdf




