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Abstract:

This paper compares several strategies for determining probing items. Probing items

are presented to users especially at their sign-up process to get their feedback, from which user

profiles are constructed. Therefore, how to select probing items are important for designing rec-

ommender systems. This paper reports the results of comparing several strategies by simulating

user behaviors using a dataset.
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