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Abstract: 本研究は価値観は意見文に反映されると仮定し，意見文抽出に基づく価値観推定手法
を提案する．与えられた文書から意見文を抽出し，その意見文が反映する価値観を推定することで，
文章全体の価値観分布を示す．提案手法は深層学習の仕組みを利用し，複数の文の連結によるアップ
サンプリング手法を採用する．毎日新聞の記事コーパスを用いて意見文抽出と価値観推定の実験を
行い，意見抽出では 92%の精度を得られ，アップサンプリングにより，価値観推定ではベースライ
ンより 50%以上の精度向上を確認した．

1 はじめに
Web 2.0 の普及とともに、UGC (User Generated

Contents)の時代が幕を開けた．2000年代以降，イン
ターネットで自分の意見や感想を投稿することは一般
的に行われるようになった．SNS (Social Network Ser-

vice)が発展し，ユーザの興味を研究し，その嗜好に沿っ
たコンテンツを提供できるよう，あらゆる推薦システ
ムが提案された．これらの技術は確かにユーザにとっ
ての利便性を高め，サービスの体験を向上させた．実
際に技術の恩恵を受け，それを支持している人も多い
と思われる．
その一方で，「エコーチェンバー現象」という問題が
生まれている．エコーチェンバー現象とは，価値観の
似た者同士で交流，共感し合うことにより，特定の意見
や思想が増幅する現象を指す．ユーザは自分の考えと
似ている意見しか見えず，自分と異なる意見の存在を
認識できない．その結果，視野が狭められ，社会全体
の様子や別の立場の人の訴求が見えなくなる．特に社
会的議題に関しては，考え方・価値観の違いで意見が
分断され，建設的な議論が行いにくくなることも予想
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される．本研究は「エコーチェンバー現象」という，実
際に存在している様々な視点からの意見への限定的ア
クセスを，この問題の核心的問題点として捉える．こ
のための第一歩として，テキストデータから人間の価
値観の推定手法を検討する．
本研究はテキストデータから書き手の価値観を推定
する手法を提案する．価値観を反映する文書のサンプ
ルとして，新聞の社説を利用する．提案手法は「価値
観は意見文の中に潜んでいる」という仮説に基づき，入
力文書から意見文を抽出し，抽出された意見文をもと
に，文書全体の価値観を推定する．本研究の主な成果
は以下の 2点になる：

1. 与えられた文書中の意見文を抽出し，各意見文の
価値観を推定することで，文書全体の価値観を推
定する手法を提案する．

2. 文書中の意見文を組み合わせ，連結することによ
り，ある価値観の意見文の訓練データ数を増やす．

2 関連研究
意見抽出及び価値観推定に関する既存研究を紹介す
る．

人工知能学会 インタラクティブ 
情報アクセスと可視化マイニング研究会(第29回) 

SIG-AM-29-02

8－　　　ー



2.1 意見抽出
意見抽出は，コメント，レビューなどのテキストデー

タから，人々の観点や意見を探索する自然言語処理技
術であり，あるトピック (政策、製品、サービスなど)に
対するユーザの態度を把握することを目的とする [1]．
意見抽出に関する先行研究の多くは、主観的な評価表
現に着目している [2]．意見表現は常に対象、属性、評
価の 3つの要素で構成されるため，一般的な自然言語
処理では，「意見表現」という概念は「評価表現」にと
記載されることが多い [3]．「この車のエンジンは良い」
という意見文では，「車」が対象で，「エンジン」が属
性，「良い」という形容詞が評価となる．また，客観的な
記述から評価情報を抽出しようとする研究もある [4]．
主観的な表現により記述された評価情報だけではなく，
客観的な表現により記述された評価情報も評価表現と
して扱われる [4]．川田ら [5]は，Webテキストから評
価情報を収集・分類し，評価表現のラベル付きコーパ
スを構築した．中川ら [6]は，川田らの研究をもとに，
主観的評価表現と客観的評価表現の抽出手法を提案し
た．中川らは，評価表現を「当為」「要望」「感情」「批
評」「採否」「出来事」という，7つのカテゴリーに分け
る評価表現分類法を定義した．
本研究でも同様に意見文抽出を行うが，評価表現の
抽出などは行わず，文が意見文であるか非意見文であ
るかの判断のみを行う．意見文の抽出には，機械学習
手法の一種であるニューラルネットワークを用いる．

2.2 価値観推定
人間の価値観推定は，心理学・社会学・人類学・情
報科学など幅広い分野で急速に発展しているトピック
であり，主な課題は価値観カテゴリーの定義と，与え
られたソースデータからの価値観検出である．Cheng

ら [7]は人間の価値観のメタリストを提案した．彼ら
は価値観に関する既存研究をレビューし，人間の価値
観の定義を作成した．さらに 12 の価値観リストをレ
ビューし，人間の価値観のメタリストを作成した．石
田ら [8]は，人間のアノテーターによる効率的な価値
観アノテーションのアプローチを提案した．彼らはア
ノテーションの作成方法として，アノテーターが協力
して各文書に対して最適なアノテーションを作成する
方法と，各アノテーターがそれぞれ最大限の文書数を
アノテーションする方法の 2つを考案した．Kristoffer

ら [9]は第 4回 European Social Study (ESS-4)の調
査データを分析するための、潜在クラス分析に基づく
人間の価値観推定手法を提案した．Kristofferらの研究
は，調査結果に隠された人間の価値観要素を探ること
に重点を置いている．この推定手法は ESS-4のオリジ
ナルデータにどのくらい適合しているかを評価ポイン

トにしている．高山ら [10]は，単語ベースの確率的潜
在変数モデルを用いて人間の価値観を検出する手法を
提案した．この手法は、学習データの各単語に 6種類
の価値観を表す 6次元ベクトルを付与し、潜在変数モ
デルを用いて与えられた文章の価値観を推定するもの
である．
本研究では，単語ベースではなく，文ベースの価値
観推定手法を提案する．単語ベースのものと比べ，文
ベースの処理は文脈情報を利用できる．また，提案手
法は文書ベースのアノテーションを利用することによ
り，各単語の価値観辞書の作成や，各単語のアノテー
ション作業は省かれる．これにより，アノテーション
作業が軽減され，より効率的なモデル構築につながる．

3 提案手法
提案手法について説明する．提案手法は，与えられ
た文書に含まれる人間の価値観を推定する．図 1は提
案手法の処理の流れを示す．
価値観の推定のために，本研究では 1つの仮説を置
く．ある文書に 1つの価値観が反映されているとき，文
書内の意見文には同一の価値観が反映されているとす
る．文書内には意見文と非意見文があり，意見文には
書き手の価値観が反映されており，非意見文には価値観
は反映されていないとする．非意見文は事実や真実を
述べている文を指す．例えば意見文「原子力の安全は，
何よりも優先される」があるとき，ここには「Human

Welfare」という価値観が反映されており，非意見文「原
発への依存の見直しという観点が加わった」には価値
観は反映されていないとする．
この仮説に基づき，提案手法では，価値観推定の前
処理として，入力文書から意見文の抽出を行う．

1. 提案手法は文書が入力として与えられる．文書は
意見抽出器に送られる

2. Step.1: 意見抽出器は入力された文書から意見文
を抽出する

3. Step.2: 価値観推定器は各意見文の価値観を推定
する

4. 各意見文の価値観推定結果の分布を文書全体の価
値観推定結果とする

本研究では 2つの機械学習モデルを構築し，それぞ
れ意見文抽出と価値観推定のタスクに当てる．2つのモ
デルともに BERT言語モデル [11]と Transformersフ
レームワーク [12]により訓練された．本研究では，東北
大学が公開しているpre-trainedモデル 1と，石田ら [13]

1https://huggingface.co/cl-tohoku/bert-base-japanese-
whole-word-masking
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図 1: 提案手法の処理の流れ

が作成した価値観ラベル付き新聞記事データセットが
利用されている．新聞記事コーパスは毎日新聞社 2011

年の原子力発電に関する社説記事を利用している．

3.1 意見文抽出
入力された文書から意見文を抽出する．意見文の抽
出は機械学習モデルを作成し，モデルで文を意見文と
非意見文に分類することにより行う．
機械学習を行うために，訓練用のデータセットを作
成する．前述した中川ら [6]が提案した意見文の定義
を参考に，毎日新聞の記事データを用いて，意見文と
非意見文の訓練用データセットを構築した．30件余り
の記事に含まれた文を手作業でラベルづけし，224文
の意見文と 458文の非意見文を訓練用データセットと
して用意した．各文を BERTの日本語モデルでトーク
ン化し，ベクトルとして表現する．トークン数の上限
は 128とする．ベクトルをニューラルネットワークに
入力し，学習を行いモデルを作成する．

3.2 価値観推定
意見文の価値観を推定する．価値観の推定も機械学
習モデルを作成し，推定を行う．
文書に 1つの価値観が反映されているとする．一般

に，ある文書に反映される価値観を推定することは複
数の意見文を参照することにより達成可能だが，一つ
の意見文からその文書に反映される価値観を推定する
ことは難しいと考えられる．そこで，機械学習を行う
際に，各意見文の価値観を推定するのではなく，同一
文書に含まれる意見文の組み合わせに対し価値観を推
定するアプローチを取る．これにより 2つの利点が生
まれる．1つは価値観の推定に用いることができる情
報量が増えることである．1つの文よりも 2つ以上の
文が与えられる方が，学習できる特徴が増える．もう 1

つは，モデルを構築する学習データが増えることであ
る．文書中に n個の意見文があり，2文を組み合わせ
て学習するならば学習できるデータの数は n(n− 1)/2

となり元の nよりも多くなる．本論文では同一文書に
含まれる意見文を組み合わせて学習することにより価
値観の推定を行う．

本論文では，組み合わせる文数のことを「拡張レベル」
と呼ぶ．文書を D，文書内の意見文の数を n(D)とす
る．拡張レベルをLvとするとき，文書D内での意見文
の組み合わせ数は n(D)CLv となる．さらに，訓練デー
タの構築に N個の文書が使われるならば，最終的に作
成される訓練用データセット内のサンプル数 Dataset

は式 (1)により与えられる．

Dataset =
N∑
i=1

(n(Di)CLv) (1)

4 評価実験
2つの評価実験の実施方法と実験結果について説明
する．1つ目は意見文抽出の性能を評価する実験，2つ
目の実験は価値観推定の性能について評価する．

4.1 実験 1：意見文抽出
前述した意見文抽出手法の評価実験を行う．

4.1.1 実験準備及び利用するデータ
本研究では，毎日新聞社の 2011年版の新聞記事から
原子力発電に関する記事に価値観がラベリングされた
データセットを使用した [13]．このデータベースは 700

件のニュース記事と 234件の社説記事の価値観ラベル
が含まれる．ニュース記事には 2人のアノテーターに
より複数の価値観ラベルが付与されている．社説記事
は 1つの価値観ラベルが付与されている．社説記事の
性質上，作者の評論や意見が多く述べられていること
と，シングルラベル分類は比較的に安定した分類性能
を達成しやすいといった観点から，本論文では主に社
説記事を使用した．
意見文抽出の段階では，価値観ラベルには触れず，テ
キストデータだけを利用している．我々は 234件の社
説記事のうち 23件をランダムで選び，その 23件の記事
の中にある全部の文を意見文・非意見文で分類し，学習
用のデータセットを作成した．学習データセットには
意見文 224件，非意見文 458件が含まれている．検証
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表 1: 学習用・検証用データセットにおいての意見文・
非意見文の内訳

意見文 非意見文
学習用データセット 224 458

検証用データセット 165 272

表 2: 訓練パラメータ

パラメータ 値
num labels 2

max length 128

max epochs 100

training set ratio 80%

validation set ratio 10%

test set ratio 10%

用のデータセットにおいては，同じ方法で，学習データ
とは別のデータセットを作成した．学習用データセッ
トと検証用データセットの作成の際に使用された記事
は異なっている．検証データセットには意見文 165件，
非意見文 272件が含まれている．2つのデータセット
の内訳は表 1に示す．訓練時のパラメーターの詳細は
表 2に示す．
モデルの性能は適合率（式 (2)），再現率（式 (3)），F1

値（式 (4)）により評価する．

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1 =
2Precision×Recall

Precision+Recall
(4)

4.1.2 実験結果
モデル訓練時のvalidationで得られた精度は最高96%

であった．テストデータで性能評価を行った結果を表 3

に示す．前述した計算法で計算した適合率，再現率，F1

値はそれぞれ 83.7%，87.3%，85.5%であった．この結
果から，提案手法は意見文抽出を十分な精度で行える
ことがわかった．

4.2 実験 2：価値観推定
前述した価値観推定手法の評価実験を行う．

表 3: 意見文抽出の評価実験結果

アノテーション
分類結果 意見文 非意見文

意見文 144 21

非意見文 28 244

表 4: 価値観カテゴリと各価値観の記事数 (降順)

価値観カテゴリ 記事数
Human welfare 57

Effectiveness 56

Importance 48

Power 33

Law and order 17

Wealth 7

Innovation 6

Nature 4

Personal welfare 3

Other 3

合計 234

4.2.1 実験準備及び利用するデータ
実験 2は実験 1と同じデータセットを使用した．実
験 2ではデータセットのテキストデータと価値観ラベ
ルの両方を利用する．利用したデータセットには 10種
類の価値観ラベルが存在している，表 4はその 10種類
の価値観及び各価値観にタグつけされた記事数を示す．
学習を十分に行うために，記事数上位 5位の価値観
を選び，合計 211件記事を意見文抽出モデルに与えた．
意見文抽出を経て，非意見文は削除され，もとの記事に
ついている価値観ラベルを各意見文に割り当て，意見
文と価値観ラベルで構成される訓練データセットを作
成した．訓練データには 2,106文が含まれている，表 5

は各価値観カテゴリの意見文数を表している．
1 つの意見文を 1 つの入力にする (拡張率=1) のパ
ターンと，2 つの意見文を 1 つの入力にする (拡張率
=2)パターンをそれぞれ用意し，複数の意見文を連結
するという提案手法のアプローチの効果を評価するた
めの実験を行った．訓練時のパラメータは表 6に示す．
訓練時の入力とは別の，推定時の入力にも意見文の
連結による効果を試した．そして，異なる入力長で訓
練されたモデルの推定性能を評価するため，2文 1入
力で訓練されたモデルに 1文 1入力での価値観推定を
行った．テストは合計 3つのケースで行われた．

人工知能学会 インタラクティブ 
情報アクセスと可視化マイニング研究会(第29回) 

SIG-AM-29-02

11－　　　ー



表 5: 訓練データにおいての各価値観カテゴリの意見
文数

価値観カテゴリ 意見文数
Human welfare 514

Effectiveness 594

Importance 449

Power 375

Law and order 174

表 6: 訓練パラメータ

パラメータ 値
num labels 5

max length 128

max epochs 100

training set ratio 80%

validation set ratio 10%

test set ratio 10%

4.2.2 実験結果
3つのケースの実験結果を表 7に示す．

5 考察
5.1 意見文抽出の性能
意見文抽出は学習データが 682件であり，データ量

は多くなかったが，分類精度は 96%であり，有用性が
示された．考えられる主な理由は，日本語の意見文に
は文法的な特徴が現れやすいことである．例えば，分
類上「当為」に属する意見文の多くは「〇〇べき」「〇
〇すべき」という形式で書かれている．「要望」に属す
る意見文は「〇〇てほしい」文法が使われている場合
が多い．こういった文法的特徴の存在は意見文を発見
しやすくしている．そして，今回使用している新聞記
事のコーパスも意見文抽出の難易度を下げていること

表 7: 各テストパターンの精度結果

推定時の文数
訓練時の文数

1 2

1 40.5% 97%

2 - 99%

が考えられる．普段の話し言葉と違い，新聞記事は言
葉使いや文法選びに一定のルールをかけている．こう
いう表現上の制限が存在しているため，テキスト的な
多様性は狭められ，意見表現をより目立たせたと考え
ている．

5.2 価値観推定における意見文の連結の効
果についての検証

表 7から，訓練時及び推定時に意見文を連結して入
力するという提案手法のアプローチの有効性が示され
た．訓練時に意見文を連結すると，価値観の推定精度
は 40.5%から 99%に向上した．このことから意見文を
組み合わせ，連結させて学習データを増やすことによ
り，推定精度を高めることができるとわかった．これ
は複数の意見文を 1つの入力にまとめることにより，入
力の情報密度が上昇し，ニューラルネットワークによ
り多い学習材料を提供し，モデルの性能が上がったた
めと考えている．
2文を連結して学習し，1文の価値観を推定するとき
も，精度が 97%から 99%に上昇し，意見文を連結する
効果が確認できる．テキストデータから人間の価値観
を推定する場合に，2つの文を連結させて学習データ
数を増やすことの効果が確認された．

6 終わりに
本研究では，意見文抽出を用いた価値観推定手法を
提案した．人間の価値観は意見文に最も反映されてい
ると仮定し，意見文から価値観を推定するアプローチ
を考案した．提案手法は，与えられた文書に対して，テ
キストから意見文を抽出し，その意見文に含まれる価
値観を推定する．文を意見文と非意見文に分類するこ
とにより，意見文抽出を行う．価値観の推定では，提案
手法は複数の意見文を選択し，それらを連結すること
で入力テキストの情報量を増やす．各意見文から得ら
れる価値観の分布は，その文書の総合的価値観を表す．
意見文抽出と価値観推定について，2つの評価実験
を行った．毎日新聞の社説記事をコーパスデータとし
て使用した．意見文抽出の精度は 92%であった．また，
評価実験では，F1スコアが 85.5%であった．この結果
から，意見文抽出が行えることがわかった．価値観推
定の実験では，人間の価値観の推定性能を評価した．訓
練時と推定時に複数の文を連結し入力テキストの情報
量を増やすことで，精度が向上した．この結果から，提
案手法により文の価値観推定が行えることがわかった．
今後の課題として，提案手法を SNSの投稿やネット

ニュースのコメントに応用し，価値観推定の活用範囲
を広めることを計画している．
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