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H{§F v 7> a VAERTE, TFANPHAULEEROWE ZEYNCTHET 2 2 AEETH 5.
LA L, n-gram (230 < HEREMEREIZABIC & 2 5l & DRV Z 2 lEXhTns. H
AFBOEIRF ¥ 7> a VAR T JaSPICE B2 512 b 2 HERHMERE » L TIREINATWVWS D
DD, RFRBFOA—BUIH LU CHEHYNCFHEZITS 22 TERWV. £/, COMET Zidto e
2B 7 BEIATA R X, BEEIERIC B 2 BEIEHET X R 7 ICRaE b SN TB D EREE R L
Wk, Hilfx v 7Y a VAERICIEE L TWRW. Z2TARRNY TR, FfF v 7> a YRR
T % HEIRHE R SuiSei #4253 5. SuiSei 1, HGFHEE L SHERHEEEZNDS v L F E— X IUE
MBS X O idf ZF R L 7SO A BB 2 W CARNC X 2 3-iliz [T 2. EEROMR,
SuiSei 1FN—2F 4 Y RE L R L TARNIC & 2 7 » ORI SN L 2R L 7.

1 FLC®IC

HGR¥ v 7> a VERE, AREEE R [Gurari
20, Ahsan 21, Dognin 22, Ghandi 23], B E{%FENT
[Pavlopoulos 19, Huang 21, Ayesha 21|, B3R 7T 4 7 &
2B 2 EHHAER [Kambara 22, Magassouba 20,0gura
20) 2 ¥, RIRWAFIISHE ATV S, AR T
&, BfRF* v 7 a VERET AN LMD
AE 2 ENCEHI S 5 e BEETH 5.

SEATISE T, n-gram (2F0 < BEIEEMR I
I & 2l & OMEBIDMEN Z ¥ AR X ATV B [An-
derson 16]. Z®d7z8, JaSPICE [Wada 23] 72X DA
R X 251 & OfEE SV BERHMERES IR I N
TW3bDD, KERBDOA—BUIH U TEYNTFHG
E1T5 LA TERV. £, COMET [Rei 20] %1%
U &5 258 TRE 7 BB RS, MBI B
2 BENRHE & R 7 icRE(bI N TE D, EifREeER
LW DHEGRF v 7> a YAEKICE T 2 A+
DBTH5. LEdoT, HEF Yy T2 a VERIZBL
TAMNC & 27 & OMEBE 701 BB R R
PRREINZE ZEPEE L.

Hfgx v > a YEKTIE, HROYZICEHT 2
H, EHffZ D XS ICHASTHETRHAT 2R EICL-
THRBDIERIDBFELIS S, 2Dk, ERIHIE

*EAESE | BIERAREI TSR TR
T 223-8522 I [IRABHETIEILX HE 3-14-1
E-mail: daichi-s@keio.jp

fRC Y K& B> TWTHEBRICHR L TGHEYITH S
BEDMH Y, BIZ 5 X OBUELERZ I TIE Rk
RICBWTHE R XX 7 TH 5 [Yi 20].

Z ZTCARMXTIE, EHfXx vy 7> a VERET M
$3 % HENFHM R FE SuiSeil #8283 5. SuiSei 1, [H
GrRE © SRR E RS ~ VT T — 2OV
FMEB X U idf (inverse document frequency, 33 E4H
) &R L7 DABEEE WA E TS 2
2T, ANHENC X 25l & @B %2 RS 5.

BIZE, B { TDERS Yy h—2 LTS, [
FHOFHY v h—DREELTNS |} TH 3 &SR
BT L, EifgRF ¥ 7Y a YAERETAL [y
H—=R=NZ@oTVd] LW IERXEH L
T5. ZOrE, REFERTEBG L ER-QT L THE
DY DREEHEY)TH 2 e 3 HilifEZ 5T 5.

REFEDPHFFE B2 803, HRREEL S
FERMME RIS v LT — XV EM I BB
AR EICEA T B, BXUidf 2E R L7CEDIA
AEEEEATZHTH S, vIILFE—XIVRHEEM
HEMOEBEAICKD, EfS2T TR BRI LT
SERXDPEYITH A0 EERTELIENTES. ¥
7z, idf #E R L7 SOHDIABEDOEA KD, XD
EELRHFRICHE UCGiHiifEz THIT 2 Z e T 5.

RETEOHFEILLFDO@ED TH 3.

ISupervised mUltimodal evaluatIon System for imagE
captloning
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¥ v 7 a YA 5 B BRI
R E & SRR NS <~ LT E— SOURHH
FhHIBERE 2 8 A U7 SuiSel 28R T 5.

o [HfF v 7 a VAR 2 HENRHMER LI idf
ZER LI SCHDIALEEZEANT 5.

2  FEERZE

HfR¥ v 7> a YAEROIHZIIEATONTED [Li
20, Alayrac 22, Yu 22, Li 23], #E # D EIHIcHE W2
FRE D FAASCAE K [Ishikawa 23] % Transformer 12 X %
AfEE Ry b ORISR [Kambara 22] 72, &
FXERTBICHEIN TS, BHfFy T a Vv E
RSB 20 —_AGHLTH % [Ming 22] TlX, HEiff
Xy FraVERET N, FHETF—-Zty b, FHR
ER IOV T DU RIS 2 I N TV S.

Hx v 7> a YEBITE T 2 EREER) 2GR &
L Ti&, BLEU [Papineni 02], ROUGE [Lin 04], ME-
TEOR [Banerjee 05], CIDEr [Vedantam 15], BERT-
Score [Zhang 20] 7R EDZFEITF b 5. £z COMET I3,
(KE%E’C;%OL\T}\F%IK X 2Rz [B] 3 % £ E A

RERHBRHMERETH D, L—N— 2D EHEFHRE
Z e U ARINC X 2 5l & OMHBEAT SN E 2R E
LTV [Rei 20]. HAFEOHEEGF ¥ 7> a VAR TIE,
¥=Y 77 7HEHSOTRHIETT S JaSPICE % BEFF
(i@ FEARARNC & 2 7l & AHBE N 2 e 3R ST

W5 [Wada 23]. 4TI, BERT [Devlin 19] 1235
WOHIEE %175 UMIC [Lee 21] %, CLIP [Radford
21] = FHWCHEi{% & S SCORELE 251 HE § % CLIP-
Score [Hessel 21] 72 ¥, 1EMESC %A L 2w B BhREHif
REDLELL TV,

3 MEHRE

RFFCTIE, BERF v 7> a YAERICHN T 2 BT
fliz#h>. HigF v 7> a YAERICBT 2 HEEHER
i, ARBIC & 2RHECa N A EE Lv. BRE
ik, BRI R o FHEE & AR & 3 EEE 2 o4
BIRBD BN Z E AV E L.

KRR 2T, B 2y, L Beana, Ny THOE
sz {a AN B ATTE L, D & {2 1T LT
Teand DY DREHYITH 2 2% R T iHliEZ 55 3
5. ¥z, KX TEHAEDOHEBG X ¥ 7> a VAT
B2 Bl AL L, REFEOFMIIE AR
12 & % & ORHRIREL (Pearson/Spearman/Kendall
DOMHEBERED RHAT 5.

4 REFE
KT, AN & 25HfizOEXx 8% COMET
PHER L 72, HHRX v 7 a YAERICH T 2 BEIFHM
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1: RERFEDET MG,

R SuiSei 22T 2. AFRICE T 2H0RIE, Hf
Rt & SRR E 2 W72 NENC X 2 3 o [BlE C
HY, FEARELR T A — 2% b O HBRHlRE—K
WHEHARETH 2 e EZHNS.
REFIEROFBMEIUTOED TH 3.

o HfRF v 7 a VERITHS 2 B BRI
BFE & SRR 2 S ~ VT T — SZOUVRH
FHIBERE 2 8 A U 7z SuiSel 28R T 5.

o [HfRX v 7 a YAERBITNS 2 BENFHIE/R I idf
ZERE LI SCHDIALEIE L EAT 5.

4.1 AH

X 1 IREFEROETMEEERT. 2y bV —72
DATNEILUTD x THY, HINZE x 1233 2 FHfifED
FHl g TH3. 22T, A TDXSICEHRSINS.

(@M
T = {wcanda {mref}’—l 7wimg} (1)

72721, Teana € {1,0}V*E, {:cref L € {1,0}NexV XL
Timg € RHXW Ta 2%, Z 2T, Vi B4 X, L
BERKF—7VE, N 13y 7B 3EHRTD
¥, H WiEZOZN ¢y DR S LIEEZRT.

AETFTNTIEETS, XLM-RoBERTa [Conneau 20] %
@mbfwwmkiU{%$Wﬁ#6%%%%?%%@
5 hcand c RLdeLM j:DJ:U‘ {h’ref}z L c RNthdeLM
219%. 2T, dxiwm t& XLM-RoBERTa O 10T
ﬁ?@é.it,%ﬁ#ﬁﬁ&@CﬂP@@iyﬂ—
& (ViT-B/16) [Radford 21] 2\, @img 7 & Hi{f
FHYE himg € Ricur 218%. 22T, depnp (& CLIP
H{RT Y a—XOH KT TH 5.

4.2 JEDHIAHHENE

idf embedding TIX, hcang BE {hrcf fvtl 25 idf
ZERLUISEDIABZIENT 5. LEOFHLEDOF
BIZBWT, XEEEOPTZORBZEUER, ¥
bbb XEMHE (document frequency) HMEWEEEIT
NEHEPEVWHEL D QEHETH L ZBHILNT
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W3 [Zhang 20]. £ ZTAEY 2 —LTlE, XEHE
DIRN =27 B X DEER =2 > UTHHIiED
FRNCRKMX B 272012, F—27 > Zeicidf 515
L Beana BEO{RONN 1cBar LTI ADES.

T, NEDEIrGEZohl- & v =2 w
mﬂ?éﬁ%@ﬁ%d&@t?ét,wmﬂ?5MHi
IRo k5 CitE I 3.

idf (w) = log

N
() (2)

cand n 6 hi’and %?%E)

Lp @)

IHEHWT, LFD XS h
h’/cand - {ldf( cand) cand | l= ]'

AN B

ref

7e72L, L Ciﬂ*jﬁ?ﬁﬁ”%’i’?@?‘ Hﬁ%u {h
idf ’Z’%Jﬁ Lﬁ)’(@&)ﬁ& {h’lef f Z2ERLL, {h cand,
{h’ref} &5, 22T, term frequency (tf) Zff
LU RWEHE, %Iﬂﬂ‘éﬂg%ﬁi—@f(f“@ n, %
DGE L DEN 1IZ827DTH 5.

4.3 RIILFE—FILIFGHEEE
RUSE-based concatenation Tl%, COMET ¥ [A##iZ
RUSE [Shimanaka 18] 1250 < FiE%Z W TERHHE
ZHEE L, Feed-Forward Network (FFN)IZ X D o Xt
?é%ﬁﬁ®?ﬂy%ﬁé AT {heana, (B3N,
B TR Y Ring ), G CTHB. AEY 2—
AT, RUSE CHED K FEEZHWVT heana BET
mgmgﬁau?@;smmwm%ﬁé.

hruse = { {hcand © hf;)f} 1’ {

hcand © himga |hcand - himg} (4)

T, ORFT7EI—AEERL, hema B
{h’ref}Nt 121X Pooling B2 A L7-. &I&IZ,
Beand, (RN ZEEAL, h %2135, WS, B cnd,
{n/ 3N &’OL\“C%) RUSE 1235 ¢ 2470, h
Z:umbeFNkJibﬁjjy%Tgé ?E%Egﬁkbi
T SEEE V.

5 SRERRTE

AWZETIE, BfRF v 7> a VAERICBEIT 3 AR X
2 5% 2§ 2728, Shichimi 77—+t v + [Wada
23] B LU PEN-PIC-gen 7— &ty b ZHWz. Shichimi
F—&+t v b B X PFN-PIC-gen {&, HAGEDMER
Xy 7Y a VAR 2 BEIFHI X A 7 1280 Tk
KEEDa—RRATHB. ZhoDF—XEy Mgk
3 AR & 2R, BRI LTRSS YT
BH2% 5 EFECRHMEi L2 DTH 3. Shichimi 7 —

hRUSE7
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£ 1. IREFEORE.
oL FE Adam (8; = 0.9, By = 0.999)
B4R 3.0 x 10°
Ny FH AL 32
IRy 78 9

Xty M, g, AR, B, BXUOERIZ
X3 2 NN & 2 5l CHERR X L7z K o — 2T
»HYH, 500 \D7 ) TF—RIZXBAHEE &, YT
AE0Z 103,170, FERY A X% 6,269, FHEXEIZ 12.4
XETH5. £z, PEN-PIC-gen & [Wada 23] T
XNFzbDTHYH, PFN-PIC [Hatori 18] DE{§D &
AR Lt:\’» ¥ 7Y a TR LT ARIC X 2 R 5
ENFT =Ry VEIET. U IEIX 1,920, FER
B4 R1F 647, FELRIF 202 XFTH 5.
PRETEOTHMIIZ, &ﬁmﬁﬁﬁbfﬁm@u@
zAWu&%&ﬁ@{% kﬁ?éﬁ%%ﬁ%ﬁm
2. ZZT, Nu#/7wﬁ%§? THBERENE,
Pearson, Spearman, Kendall DFHBEIRECE A L 7-.
REBETIX, Shichimi 7 —X kv M EIIHESGE T
A MERGIZHEIL, ZFN 51,988 3> 7L, 51,182
Y Ine Lk, ¥£7%, PEN-PIC-gen i, ¥uay
FERERMRAE T 272D TT A MEA L LTEAL
7=, 727210, IIEEEZETLOEEICHY, 7 A b
HEEZ T HWTERZT- 7=

R VIHREFEORELRT. 27T, #EFEC
B BIIBHATEE T X — X T 1.84 x 108 TH o 7=.
F72, EFLDOEEITIERAEY 24GB #E# D GeForce
RTX 3090 B & ¢f Intel Core 19 12900K ZHH L, Al
W B L1 > b iz b ofsmiig, 20z
N 1.2 FFfE B X OF) 7.6ms TH - 7z,

6 SREIER

6.1 TEEHER

£ 2, & 31 Shichimi 7— Xt v + B X PFN-PIC-
gen ICBV 2 ERBAFERZRT. AKX TiE, BEFE
fiffi B O FF-AifE & AT & 2 3 & OHBIREBUCED
WCHBRHMEREZ S 2. X—2 7 4 Y REI,
HARGEDHEGR X ¥ 7> a YAEBIZB W TIEERN R R E
T» % BLEU, ROUGE, METEOR, CIDEr, JaSPICE
ZRHVE. 7, 25T COMET Z24RRL=H D
THB7, COMET b R—2 74 Y REICERH L.

£ 2 XD, Shichimi 7—&ty MIBIT2REF
%1%, Pearson, Spearman, Kendall OMBARENZ B W
T, 24 0.672, 0.644, 0.504 THbH, JaSPICE &
FEEEL T 0.173, 0.113, 0.091 KA > b kAo 7= %7z,
COMET ¥ Flii LT, 0.048, 0.071, 0.062 £ 4 > k|
B 57z, Shichimi 7 —&X %ty MZBWT, AEICL3
FHIIZ XS % Pearson, Spearman, Kendall DAHBEIREL
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& 2. Shichimi 7 — &%t v MZBIT 3EHEEH
RE ¥ NEIC & 2§ © ORI

Pearson Spearman Kendall
BLEU 0.296 0.343 0.260
ROUGE 0.366 0.340 0.258
METEOR  0.345 0.366 0.279
CIDEr 0.312 0.355 0.269
JaSPICE 0.499 0.531 0.413
COMET 0.624 0.573 0.442
SuiSei 0.672 0.644 0.504
Human 0.759 0.750 0.669

2: IRIIBNC B 5 HEfE.

ERZER, 0.759, 0.750, 0.669 TH-o7-. AMICE 2
A0S B MBI REDS 1.0 & D /N WEIEIX, A
M & 2w 2R —E D% <, A—3% > 7
N 2EFHEEILT LD =L RWEHTHS. Fi,
ARNZ & 23703 2 BRI, BERHMERED
MHHEICBI 2 LIRfECTH S e EZ o0 5.

FIfkIC, #£ 3 XD PFEN-PIC-gen IZBF 28R TiE
1%, Pearson, Spearman, Kendall DFHRERENCBWT,
FRZN0.576, 0.590, 0.443 TH D, JaSPICE & Lt
LT 0.030, 0.017, 0.005 &4 >~ b, COMET ¥ [t# L
T, 0.137,0.155, 0.118 KA >~ k E[Al 5 7=.

6.2 THRER

M 2 1 E RS RIC BT 2 K2 RT. K 2 (a)
& Shichimi 7 — &ty MBI 2ERO—DOTH D,
Teand & [T =0V RIZWDLBY v h—K—L
REA 5L LTwW3 ), {a N & { T La Yy H—
A= TVWE |, TR=—X WD vV EED
LY v H— K=V THATNS |} TH3. X2 (a)
BB AN & 2 3HifE y & IRERFEOFHIHE § 1
zhEh, y=59=09714Tho7z. TAMEARKB
W, TDANIHT B SuiSei DI AL 3% DET
BB, MEFIEIIN 2 (a) BBV TABIZ &
2 FHIC I WEHifEZ T L TWd EF R 5.
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% 3: PEN-PIC-gen (23813 % % H B R EE &
NI X % 5l & DFHBIFREL

Pearson Spearman Kendall
BLEU 0.484 0.466 0.352
ROUGE 0.500 0.474 0.365
METEOR  0.423 0.457 0.352
CIDEr 0.416 0.462 0.353
JaSPICE 0.547 0.573 0.438
COMET 0.439 0.435 0.325
SuiSei 0.576 0.590 0.443

# 4: Ablation study DFER.

Model @img 1d;’%i)§;f: Pearson Spearman Kendall
(1) v 0.532 0.536 0.402
(i) Vv 0.517 0.515 0.386
(i) v v 0.576 0.590 0.443

FIRGICI 2 (b) & Shichimi 7— &+t v MZBIF25E
HRFERD =D TH Y, Teana (& THEHEDORNIER
BT o TwB ), {2 @ { TE v 7R ol
WKHERERDHT A YT W 2, TEVREIR et R e
FRENEBWRDSH 21 THB. M2 (Db)TBIF3A
MIC & 2 FHfiE y L IREFEOTHIE ¢ 1Zzhzh,
y=>5,9=0950Tho7z. TAMEFIIBNVT, Z
DAINTHF % SuiSei DIEI L 6% DIET D 572,
RETIEIZN 2 (b) DHFNTBNT S ARNC & 2 FHIC
HVEHIiEZ I L TWE X 5.

6.3 Ablation Study
iz, LRDZDDZM% Ablation study IZEDTz.
ZDRERER 4117

Image Ablation AP 5 @i, ZEDERL Z &I
X2 MERENDHEZHFE L. ZOME, Model (i) 1%
Pearson, Spearman, Kendall DHEREICB N TZE R
2H0.532, 0.536, 0.402 TH b, Model (iii) & Hiz L
T 0.044, 0.054, 0.041 KA > b Rl 572, Z DR
5, Timg D BHEFHEREANDEADPRRFEOMHREN
FIZHFELTVWE Z e DR T E /-

Sentence Embedding Ablation idf ##&& L /=X
ALk %Z FFN D AN HEDBRL Z &z & 5 MRE
NOHEZRE L. ZORE, Model (i) & Pear-
son, Spearman, Kendall D fHBEREIC BT ZR 2
L0.517, 0.515, 0.386 TH H, Model (iii) &L L T
0.059, 0.075, 0.057 KA > F RElo7=. ZDMHER» 5,
1df 2 & U 7 ) DA A D B BRI DA D32
RFEOMREM FICHE L T03 Z e DR T 7=,

0oo0zed0d



7 5
AT, HRX v 7> a VAR 2 HEIFE
iz -7z, RAFLOEIRZ LI FITRT.

o HRF ¥ 7> a VAR T 5 BEIFHIERELZ,
E{§REE  SEREEZ S v VT E— XL
IS & 8 A U 72 SuiSei ZRR L 7=,

o H{RF v 7> a VAR 2 BEREHMER I idf
BHERBUISCEDIAABELZEA L.

o SuiSei lIN—ZAF A4 YREX LT, ARBIcX
% #Hili & OMHBIRED SN E 2R LTz,

EAfR

AW D—HNE, JSPS B 23H03478, JST L4 —
Y avy b, NEDO OB ZZ T TEMINIDH DT
H5.
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