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画像キャプション生成では，モデルが出力した生成文の品質を適切に評価することが重要である．
しかし，n-gramに基づく自動評価尺度は人間による評価との相関が低いことが報告されている．日
本語の画像キャプション生成では JaSPICEがそれらに代わる自動評価尺度として提案されているも
のの，表層表現の不一致に対して適切に評価を行うことができない．また，COMETをはじめとす
る学習可能な自動評価尺度は，機械翻訳における自動評価タスクに最適化されており画像を考慮し
ないため，画像キャプション生成には適していない．そこで本論文では，画像キャプション生成に対
する自動評価尺度 SuiSeiを提案する．SuiSeiは，画像特徴量と言語特徴量を扱うマルチモーダル特
徴抽出機構および idfを考慮した文埋め込み機構を用いて人間による評価を回帰する．実験の結果，
SuiSeiはベースライン尺度と比較して人間による評価との相関係数が高いことを示した．

1 はじめに
画像キャプション生成は，視覚障害者支援 [Gurari

20, Ahsan 21, Dognin 22, Ghandi 23]，医療画像解析
[Pavlopoulos 19,Huang 21,Ayesha 21]，ロボティクス
における説明生成 [Kambara 22,Magassouba 20,Ogura

20]など，幅広い分野に応用されている．本研究分野で
は，画像キャプション生成モデルが出力した生成文の
品質を適切に評価することが重要である．
先行研究では，n-gramに基づく自動評価尺度は人間
による評価との相関が低いことが指摘されている [An-

derson 16]．そのため，JaSPICE [Wada 23]などの人
間による評価との相関が高い自動評価尺度が提案され
ているものの，表層表現の不一致に対して適切に評価
を行うことができない．また，COMET [Rei 20]をは
じめとする学習可能な自動評価尺度は，機械翻訳にお
ける自動評価タスクに最適化されており，画像を考慮
しないため画像キャプション生成における性能は不十
分である．したがって，画像キャプション生成におい
て人間による評価との相関が十分に高い自動評価尺度
が構築されることが望ましい．
画像キャプション生成では，画像のどこに着目する
か，画像をどのように自然言語で表現するかなどによっ
て無数の正解文が存在し得る．そのため，生成文が正
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解文と大きく異なっていても画像に対して適切である
場合があり，単なる文の類似度比較だけでは不十分な
点において困難なタスクである [Yi 20]．
そこで本論文では，画像キャプション生成モデルに
対する自動評価尺度 SuiSei1を提案する．SuiSeiは，画
像特徴量と言語特徴量を扱うマルチモーダル特徴抽出
機構および idf (inverse document frequency, 逆文書頻
度) を考慮した文埋め込み機構を用いた回帰を行うこ
とで，人間による評価との高い相関を実現する．
例えば，正解文が {「少年がサッカーをしている」，「
男の子がサッカーの試合をしている」}であるような画
像に対し，画像キャプション生成モデルが「子供がサッ
カーボールを蹴っている」という生成文を出力したと
する．このとき，提案手法は画像と正解文に対して生
成文がどの程度適切であるかを示す評価値を計算する．
提案手法が既存手法と異なる点は，画像特徴量と言
語特徴量を扱うマルチモーダル特徴量抽出機構を自動
評価尺度に導入する点，および idfを考慮した文埋め込
み機構を導入する点である．マルチモーダル特徴量抽
出機構の導入により，正解文だけでなく画像に対して
も生成文が適切であるかを考慮することができる．ま
た，idfを考慮した文埋め込み機構の導入により，より
重要な単語に注目して評価値を予測することができる．
提案手法の新規性は以下の通りである．
1Supervised mUltimodal evaluatIon System for imagE

captIoning
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• 画像キャプション生成に対する自動評価尺度に画
像特徴量と言語特徴量を扱うマルチモーダル特徴
抽出機構を導入した SuiSeiを提案する．

• 画像キャプション生成に対する自動評価尺度に idf

を考慮した文埋め込み機構を導入する．

2 関連研究
画像キャプション生成の研究は広く行われており [Li

20,Alayrac 22,Yu 22,Li 23],鑑賞者の感情に基づいた
絵画の説明文生成 [Ishikawa 23]やTransformerによる
生活支援ロボットの指示文生成 [Kambara 22]など，さ
まざまな分野に応用されている．画像キャプション生
成に関するサーベイ論文である [Ming 22]では，画像
キャプション生成モデル，標準データセット，評価尺
度などについての包括的な総括がなされている．
画像キャプション生成における標準的な評価尺度と
しては，BLEU [Papineni 02], ROUGE [Lin 04], ME-

TEOR [Banerjee 05], CIDEr [Vedantam 15], BERT-

Score [Zhang 20]などが挙げられる．またCOMETは，
深層学習に基づいて人間による評価を回帰する学習可
能な自動評価尺度であり，ルールベースの自動評価尺度
と比較して人間による評価との相関が高いことが示さ
れている [Rei 20]．日本語の画像キャプション生成では，
シーングラフに基づいて評価を行う JaSPICEも既存手
法に比べ人間による評価と相関が高いことが報告されて
いる [Wada 23]．近年では，BERT [Devlin 19]に基づ
いて対照学習を行うUMIC [Lee 21]や，CLIP [Radford

21]を用いて画像と生成文の類似度を計算する CLIP-

Score [Hessel 21]など，正解文を使用しない自動評価
尺度も登場している．

3 問題設定
本論文では，画像キャプション生成に対する自動評
価を扱う．画像キャプション生成における自動評価尺
度は，人間による評価に近いことが望ましい．具体的
には，自動評価尺度の評価値と人間による評価との相
関係数が高いことが望ましい．
本タスクでは，画像 ximg，生成文 xcand，Nt個の正

解文 {x(i)
ref}

Nt
i=1を入力とし，ximgと {x(i)

ref}
Nt
i=1に対して

xcand がどの程度適切であるかを示す評価値を計算す
る．また，本論文では日本語の画像キャプション生成に
おける自動評価を前提とし，提案手法の評価には人間
による評価との相関係数（Pearson/Spearman/Kendall

の相関係数）を使用する．

4 提案手法
本論文では，人間による評価を回帰させる COMET

を拡張した，画像キャプション生成に対する自動評価

図 1: 提案手法のモデル構造．

尺度 SuiSeiを提案する．本手法における拡張は，画像
特徴量と言語特徴量を用いた人間による評価の回帰で
あり，学習可能なパラメータをもつ自動評価尺度一般
に適用可能であると考えられる．
提案手法の新規性は以下の通りである．

• 画像キャプション生成に対する自動評価尺度に画
像特徴量と言語特徴量を扱うマルチモーダル特徴
抽出機構を導入した SuiSeiを提案する．

• 画像キャプション生成に対する自動評価尺度に idf

を考慮した文埋め込み機構を導入する．

4.1 入力
図 1に提案手法のモデル構造を示す．ネットワーク
の入力は以下の xであり，出力は xに対する評価値の
予測 ŷである．ここで，xは以下のように定義される．

x =

{
xcand,

{
x
(i)
ref

}Nt

i=1
,ximg

}
(1)

ただし，xcand ∈ {1, 0}V×L, {x(i)
ref}

Nt
i=1 ∈ {1, 0}Nt×V×L,

ximg ∈ R3×H×W である．ここで，V は語彙サイズ，L

は最大トークン長，Ntは 1サンプルにおける正解文の
数，H, W はそれぞれ ximg の高さと幅を表す．
本モデルではまず，XLM-RoBERTa [Conneau 20]を
使用してxcandおよび {x(i)

ref}
Nt
i=1からそれぞれ言語特徴

量 hcand ∈ RL×dXLM および {h(i)
ref}

Nt
i=1 ∈ RNt×L×dXLM

を得る．ここで，dXLMはXLM-RoBERTa の出力次元
数である．また，事前学習済みの CLIP画像エンコー
ダ（ViT-B/16）[Radford 21] を用い，ximg から画像
特徴量 himg ∈ RdCLIP を得る．ここで，dCLIPは CLIP

画像エンコーダの出力次元数である．

4.2 文埋め込み機構
idf embeddingでは，hcandおよび {h(i)

ref}
Nt
i=1から idf

を考慮した文埋め込みを作成する．文章の類似性の計
算において，文書集合の中でその語を含む文書数，す
なわち文書頻度（document frequency）が低い単語は，
文書頻度が高い単語よりも重要であることが知られて
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いる [Zhang 20]．そこで本モジュールでは，文書頻度
の低いトークンをより重要なトークンとして評価値の
予測に反映させるために，トークンごとに idfを計算
し，hcandおよび {h(i)

ref}
Nt
i=1に重みとして掛け合わせる．

ここで，N 個の正解文が与えられたとき，トークン w

に対する文書頻度を df(w)とすると，wに対する idfは
以下のように計算される．

idf(w) = log
N

df(w)
(2)

これを用いて，以下のように hcandから h′
candを得る．

h′
cand =

{
idf(x

(l)
cand) · h

(l)
cand | l = 1, . . . , L

}
(3)

ただし，Lは最大系列長を表す．同様に，{h(i)
ref}

Nt
i=1から

idfを考慮した文埋め込み {h′(i)
ref}

Nt
i=1を作成し，{h′

cand,

{h′(i)
ref}

Nt
i=1}を得る．ここで，term frequency (tf)を使

用しない理由は，処理する対象が単一の文であり，多
くの場合 tfの値が 1になるためである．

4.3 マルチモーダル特徴抽出機構
RUSE-based concatenationでは，COMETと同様に

RUSE [Shimanaka 18]に基づく手法を用いて各特徴量
を結合し，Feed-Forward Network (FFN)によりxに対
する評価値の予測 ŷを得る．入力は {hcand, {h(i)

ref}
Nt
i=1,

h′
cand, {h′(i)

ref}
Nt
i=1,himg}，出力は ŷである．本モジュー

ルでは，RUSE に基づく手法を用いて hcand および
{h(i)

ref}
Nt
i=1 から以下のように hRUSE を得る．

hRUSE =

{{
hcand ⊙ h

(i)
ref

}Nt

i=1
,
{∣∣∣hcand − h

(i)
ref

∣∣∣}Nt

i=1
,

hcand ⊙ himg, |hcand − himg|
}

(4)

ここで，⊙はアダマール積を表し，hcand および
{h(i)

ref}
Nt
i=1にはPooling層を適用した．最後に，hRUSE,

hcand，{h(i)
ref}

Nt
i=1を結合し，hを得る．同様に，h′

cand,

{h′(i)
ref}

Nt
i=1 についても RUSEに基づく変換を行い，h

と結合して FFNにより出力 ŷを得る．損失関数には，
平均二乗誤差を用いた．

5 実験設定
本研究では，画像キャプション生成における人間によ
る評価を学習するため，Shichimi データセット [Wada

23]およびPFN-PIC-genデータセットを用いた．Shichimi

データセットおよび PFN-PIC-gen は，日本語の画像
キャプション生成に対する自動評価タスクにおいて最
大規模のコーパスである．これらのデータセットにお
ける人間による評価は，画像に対して生成文が適切で
あるかを 5段階で評価したものである．Shichimi デー

表 1: 提案手法の設定.
最適化手法 Adam (β1 = 0.9，β2 = 0.999)

学習率 3.0× 105

バッチサイズ 32

エポック数 9

タセットは，画像，生成文，正解文，および生成文に
対する人間による評価で構成された大規模コーパスで
あり，500人のアノテータによる評価値を含む．サンプ
ル数は 103,170，語彙サイズは 6,269，平均文長は 12.4

文字である．また，PFN-PIC-genは [Wada 23]で収集
されたものであり，PFN-PIC [Hatori 18]の画像から
生成したキャプションに対して人間による評価が付与
されたデータセットを指す．サンプル数は 1,920，語彙
サイズは 647，平均文長は 20.2文字である．
提案手法の評価には，SuiSeiが出力した評価値{ŷi}Ni=1

と人間による評価値 {yi}Ni=1 に対する相関係数を用い
た．ここで，N はサンプル数を表す．相関係数には，
Pearson，Spearman，Kendallの相関係数を使用した．
本実験では，Shichimi データセットを訓練集合とテ
スト集合に分割し，それぞれ 51,988サンプル，51,182

サンプルとした．また，PFN-PIC-genは，ゼロショッ
ト性能を検証するために全てテスト集合として使用し
た．ただし，訓練集合をモデルの学習に用い，テスト
集合を評価に用いて実験を行った．
表 1に提案手法の設定を示す．ここで，提案手法に
おける訓練可能パラメータ数は 1.84 × 108 であった．
また，モデルの学習にはメモリ 24GB搭載の GeForce

RTX 3090および Intel Core i9 12900Kを使用し，訓
練時間および 1サンプルあたりの推論時間は，それぞ
れ約 1.2時間および約 7.6msであった．

6 実験結果
6.1 定量的結果
表 2,表 3にShichimiデータセットおよびPFN-PIC-

genにおける定量的結果を示す．本タスクでは，自動評
価尺度の評価値と人間による評価との相関係数に基づ
いて自動評価尺度を評価する．ベースライン尺度には，
日本語の画像キャプション生成において標準的な尺度
であるBLEU, ROUGE, METEOR, CIDEr, JaSPICE

を用いた．また，提案手法はCOMETを拡張したもの
であるため，COMETもベースライン尺度に採用した．
表 2 より，Shichimi データセットにおける提案手
法は，Pearson, Spearman, Kendall の相関係数におい
て，それぞれ 0.672, 0.644, 0.504であり，JaSPICEと
比較して 0.173, 0.113, 0.091ポイント上回った．また，
COMETと比較して，0.048, 0.071, 0.062ポイント上
回った．Shichimi データセットにおいて，人間による
評価に対する Pearson, Spearman, Kendallの相関係数
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表 2: Shichimi データセットにおける各自動評価
尺度と人間による評価との相関係数.

Pearson Spearman Kendall

BLEU 0.296 0.343 0.260

ROUGE 0.366 0.340 0.258

METEOR 0.345 0.366 0.279

CIDEr 0.312 0.355 0.269

JaSPICE 0.499 0.531 0.413

COMET 0.624 0.573 0.442

SuiSei 0.672 0.644 0.504

Human 0.759 0.750 0.669

表 3: PFN-PIC-genにおける各自動評価尺度と
人間による評価との相関係数.

Pearson Spearman Kendall

BLEU 0.484 0.466 0.352

ROUGE 0.500 0.474 0.365

METEOR 0.423 0.457 0.352

CIDEr 0.416 0.462 0.353

JaSPICE 0.547 0.573 0.438

COMET 0.439 0.435 0.325

SuiSei 0.576 0.590 0.443

(a)

(b)

図 2: 成功例における画像．

はそれぞれ，0.759, 0.750, 0.669であった．人間による
評価に対する相関係数が 1.0よりも小さい理由は，人
間による評価に完全な一貫性がなく，同一サンプルに
対する評価値が必ずしも一致しないためである．また，
人間による評価に対する相関係数は，自動評価尺度の
性能における上限値であると考えられる．
同様に，表 3より PFN-PIC-genにおける提案手法

は，Pearson, Spearman, Kendall の相関係数において，
それぞれ 0.576, 0.590, 0.443であり，JaSPICEと比較
して 0.030, 0.017, 0.005ポイント，COMETと比較し
て，0.137, 0.155, 0.118ポイント上回った．

6.2 定性的結果
図 2に定性的結果における成功例を示す．図 2 (a)

は Shichimi データセットにおける結果の一つであり，
xcandは「デニムパンツをはいた少女がサッカーボール
を蹴ろうとしている」，{x(i)

ref}
Nt
i=1は {「少女がサッカー

ボールと戯れている」，「ボーダー柄のシャツを着た少
女がサッカーボールで遊んでいる」}である．図 2 (a)

における人間による評価値 yと提案手法の予測値 ŷは
それぞれ，y = 5, ŷ = 0.974であった．テスト集合にお
いて，この入力に対する SuiSeiの値は上位 3%の値で
あるため，提案手法は図 2 (a)の例において人間によ
る評価に近い評価値を出力していると言える．

表 4: Ablation studyの結果.

Model ximg
idfを考慮した
文埋め込み Pearson Spearman Kendall

(i) ✓ 0.532 0.536 0.402

(ii) ✓ 0.517 0.515 0.386

(iii) ✓ ✓ 0.576 0.590 0.443

同様に図 2 (b)も Shichimi データセットにおける定
性的結果の一つであり，xcand は「時計塔の前に道路
標識が立っている」，{x(i)

ref}
Nt
i=1 は {「ビッグベンの前

に地下鉄のサインが出ている」，「高い時計台と地下と
表示された看板がある」}である．図 2 (b)における人
間による評価値 y と提案手法の予測値 ŷ はそれぞれ，
y = 5, ŷ = 0.950であった．テスト集合において，こ
の入力に対する SuiSeiの値は上位 6%の値であるため，
提案手法は図 2 (b)の例においても人間による評価に
近い評価値を出力していると言える．

6.3 Ablation Study

次に，以下の二つの条件をAblation studyに定めた．
その結果を表 4に示す．

Image Ablation 入力から ximg を取り除くことに
よる性能への影響を調査した．その結果，Model (i)は
Pearson, Spearman, Kendallの相関係数においてそれ
ぞれ 0.532, 0.536, 0.402であり，Model (iii)と比較し
て 0.044, 0.054, 0.041ポイント下回った．この結果か
ら，ximgの自動評価尺度への導入が提案手法の性能向
上に寄与していることが確認できた．

Sentence Embedding Ablation idfを考慮した文
埋め込みを FFNの入力から取り除くことによる性能
への影響を調査した．その結果，Model (ii) は Pear-

son, Spearman, Kendall の相関係数においてそれぞ
れ 0.517, 0.515, 0.386であり，Model (iii)と比較して
0.059, 0.075, 0.057ポイント下回った．この結果から，
idfを考慮した文埋め込みの自動評価尺度への導入が提
案手法の性能向上に寄与していることが確認できた．
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7 結論
本論文では，画像キャプション生成に対する自動評

価を扱った．本研究の貢献を以下に示す．
• 画像キャプション生成に対する自動評価尺度に，
画像特徴量と言語特徴量を扱うマルチモーダル特
徴抽出機構を導入した SuiSeiを提案した．

• 画像キャプション生成に対する自動評価尺度に idf

を考慮した文埋め込み機構を導入した．
• SuiSeiはベースライン尺度と比較して，人間によ
る評価との相関係数が高いことを示した．
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