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Abstract: 近年，動画学習を利用する機会が増えている一方，対面授業で勉強するより学習者は
集中力を維持しにくくなる傾向がある．本研究では，デバイスの正面カメラでユーザの視聴状況を
計測し，学習動画への視聴状況を可視化するグラフを提供する動画学習の支援システムを提案する．
20名の被験者に動画学習を実施させ，事後テストの正解率により提案システムを評価した結果，実
験群の平均正解率は 93%，対照群の平均正解率は 82%となった．

1 はじめに
近年，コロナウイルスの流行により，世界各地では
オンライン学習が実施されている [1][2][3]．オンライン
学習の一種として，「動画学習」が時間や場所などの制
限がないため，学習者に人気があって幅広く利用され
ている [4][5]．
しかし，動画学習にはデメリットがある．伝統的な
対面授業と違い，教師やクラスメイトが近くにいない
ため，学習者は外部からの妨害で集中が途切れやすく
なる．さらに，長時間の学習動画の場合，学習内容は
多岐にわたるため，学習者個人の記憶のみで各自の復
習すべき時間帯を把握するのも容易ではないと考えら
れる．結果として，復習時間を増やしても，期待され
る復習効果が得られない場合もたくさん発生する [6]．
そこで，本研究は瞳検出技術を用いて，動画学習の
利用者の復習を支援するシステムを提案する．提案シ
ステムは，学習者が学習動画を視聴すると同時に瞳を
検出し，その学習者の視聴状況1を計測する．計測した
視聴状況を学習動画の時間軸と整合し，ユーザの視聴
状況を反映する視聴状況図を描画する．ユーザは視聴
状況図から学習動画の復習すべき具体的な時間帯の情
報を簡単に把握できる．これにより，提案システムを
通して，ユーザは動画学習への復習効率を向上させる
効果が期待される．
本研究では，以下 3つの内容を行った:
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1本文では視聴状況を「ユーザは学習動画を視聴しているかどう
か」とする．

（1）人間の瞳を検出するための YOLOv5モデルを
作成した．
（2）瞳の検出結果により，ユーザの視聴状況を計測
及び学習動画の時間軸に合わせて視聴状況図を描画す
る復習支援システムを実装した．
（3）被験者実験を実施して，提案システムの動画学
習への復習支援効果を確認した．

2 関連研究
本章では，学習支援に関する既存研究を述べ，本研
究の位置付けを行う．
オンライン学習の利用者の学習効果と満足度に関し
て，Ikhsanらの研究がある [7]．この研究では，Struc-

tural Equation Modelingを用いて，オンライン授業を
受ける大学生の学習の効果と満足度の決定要因を探求
した．潜在的な決定要因として，教師からの促進，技
術的な支援，カリキュラムの構造，教師からのフィー
ドバック，自己啓発，仲間からの協力があり，6つの側
面から調査を行った．結果として，教師からの促進，技
術的な支援，教師からのフィードバック，自己啓発は学
生の学習効果に影響を与えることが示された．この研
究から，オンライン学習を受ける学習者にとって，技
術的な支援は重要で有益であることが示された．本研
究では技術的な支援として，瞳検出技術を用いた復習
すべき時間帯を学習者に知らせ，その効果を検証する．
Yehらは，学習者を監視する研究を行った [8]．この

研究では，Dlib1を用いて瞳検出を行い，まばたきを指
標にすることで学習者の不正行為を検出し，瞳の角度
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を用いて学習者が適切な学習態度や行動を示している
かどうかを判断する．Yehらの研究では，デバイスのカ
メラを利用して瞳検出を行い，学習者のオンライン学
習を監視した．瞳検出の結果からユーザの視聴状況を
分析できることを示した．他に，Abdulkaderらは，オ
ンライン学習を利用する学生の授業に対する集中力を
分析する研究を行った [9]．このシステムは顔認識アル
ゴリズムとディープラーニングモデルである「DLIP」
を用いて，対象の目と口の特徴を抽出する．しかし，こ
の 2つの研究の目的は学習者の学習状態を教師にフィー
ドバックすることであるため，教師が存在するライブ
配信授業を前提としていた．また，学習者を監視する
ことで教師の授業を支援するため，学習者に直接的な
支援を提供しなかった．この 2つの研究と異なり，本
研究は教師が存在しない動画学習を対象とし，学習者
に視聴状況図を提供することで，学習者に直接的な支
援を提供する．
Raca らは，対面授業中にクラス全員の集中状況を
監視し，教師にフィードバックできるシステムを提案
した [10]．このシステムを利用することで，教師はリ
アルタイムで学生がどの程度授業を受けているかを把
握し，授業のスケジュールを調整することができる．
Abdulrahmanらは，コンピュータビジョン技術を用い
て，学生の顔を特定し，対面授業に集中しているかどう
かを判断して，教師に示せるシステムを提案した [11]．
この 2つのシステムと異なり，本研究の提案システム
は対面授業ではなく，オンライン学習の動画学習に注
目し，直接学習者に復習支援の視聴状況図を提供する．

3 提案システム
本章では提案システムについて説明する．

3.1 提案システムの流れ
図 1に提案システムの流れを示す．はじめに，提案

システムを起動し，デバイスの正面カメラでユーザの
学習動画を視聴する時の顔画像を撮る．次に，撮った
顔画像に対して，再訓練されたYOLOv5モデルで瞳検
出を行い，検出結果を記録する．システムは検出結果
からユーザの視聴状況を判断する．学習動画の視聴が
終了した後，ユーザの学習動画を視聴している時間帯
と視聴していない時間帯を特定し，ユーザが理解しや
すいように，視聴状況図を可視化する．

3.2 顔画像からの瞳検出
顔画像から瞳検出を行う方法を説明する．提案シス
テムでは YOLOv5を用いて瞳検出を行った．

図 1: 提案システムの流れ

図 2: 教師データの例

YOLOv5公式サイトで公開されたモデルは人間の瞳
を検出できないので，再訓練する必要がある．教師デー
タとして，「開いている両目（1，2）」，「閉じている両
目（3，4）」，「開いている片目（5）」，「閉じている片
目（6）」（図 2），4種類の目の画像各 248枚を用意し，
手作業でラベリングした．各画像のラベルは目が開い
ているか閉じているかを示す 0または 1の数値である．
目が開いていると 1，目が閉じていると 0とする．加
えて，瞳の位置情報を画像にアノテーションとして付
与した．位置情報として 4つの数値があり，それぞれ
は画像の幅と高さを基に標準化された瞳の中心点の x

座標，中心点の y座標，瞳の範囲を示す枠の幅と枠の
高さである．画像に含まれる目の数に応じて，記録さ
れた目のラベルと位置情報の数も変化する（表 1）．
YOLOv5は事前訓練モデルを 5つ提供している．そ
れぞれは「YOLOv5n」，「YOLOv5s」，「YOLOv5m」，
「YOLOv5l」，「YOLOv5x」といい，検出精度が順に高
くなるが，処理速度が順に遅くなる．本研究では，処
理速度と検出精度を両立させる「YOLOv5m」モデル
を用いて，教師データで再訓練を行った．その際に設
定したパラメータを表 2に示し，再訓練の結果を表 3

に示す．再訓練されたモデルを用いることにより，精
度の高い瞳検出が可能になる．
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表 1: 図 2の画像に対応する目のラベルと位置情報
目の ID ラベル x座標 y座標 幅 高さ

1 1 0.20 0.42 0.34 0.29

2 1 0.78 0.26 0.33 0.30

3 0 0.19 0.57 0.25 0.21

4 0 0.68 0.49 0.32 0.21

5 1 0.53 0.48 0.85 0.55

6 0 0.49 0.36 0.88 0.64

表 2: YOLOv5mの再訓練のパラメータ
パラメータ 数値
GPU Memory 7.2 GB

Batch Size 16

Epochs 60

Learning Rate 0.01

3.3 視聴状況の判断
瞳検出の結果から，視聴状況を判断する．瞳検出は

1/30秒ごとに行われる．はじめに瞳検出の結果を 4種
類に分ける．
（1）瞳が検出されなかった
（2）閉じている両目が検出された
（3）開いている両目が検出された
（4）開いている片目が検出された
（1）瞳が検出されなかった，（2）閉じている両目が
検出されたの場合は，ユーザは学習動画を視聴してい
ないとみなす．反対に，（3）開いている両目が検出さ
れた場合は，ユーザは学習動画を視聴しているとみな
す．（4）開いている片目が検出された場合は，片目をつ
ぶって学習動画を視聴する学習者が現実には存在しに
くいと考えられる．瞳検出モデルの動作を確認したと
ころ，ユーザの目が髪の毛やメガネなどに遮られるな
どして，瞳検出に失敗することがあった．そこで本研
究では（4）の場合は，ユーザは学習動画を視聴してい
るとみなす．

3.4 視聴状況の可視化
ユーザの復習すべき学習動画の時間帯を直観的に示
すため，本研究では，学習動画の時間軸に合わせてユー
ザの視聴状況を可視化する．
時刻 t=0を学習動画視聴開始時刻とする．縦軸に 3

つの値を設け，一番下を（1）瞳が検出されなかった，ま
たは（2）閉じている両目が検出された，真ん中を（4）
開いている片目が検出された，一番上を（3）開いてい
る両目が検出されたとする．1/30秒ごとに動画の終了
まで検出結果をプロットする．

表 3: YOLOv5mの再訓練の結果
指標 数値
Bounding Box Regression Loss 0.01533

Objectness Loss 0.004425

Classification Loss 0.02435

Mean Average Precision 50 0.952

続いて，時間軸を幅 Tごとに区切り，Tの範囲内で
閉じている両目が検出されたあるいは瞳が検出されな
かった割合を算出する．割合が事前に設定した閾値 V

以上であれば，該当の Tの範囲を復習すべき時間帯と
判断し，点線で囲う．本研究では，Tを 5秒に，Vを
80%に設定している．
図 3に視聴状況図の例を示す．青い点が閉じている
両目が検出された，あるいは瞳が検出されなかったと
ころで，赤い点が開いている片目が検出されたところ，
緑の点が開いている両目が検出されたところになる．灰
色の点線で囲われた部分が，ユーザが復習すべき時間
帯を示す．

4 提案システムの評価実験
20名の大学生に被験者の協力を依頼し，提案システ
ムの評価実験を行った．実験目的は，提案システムの動
画学習における復習支援の効果を検証することである．

4.1 評価実験の手順
P1）被験者を実験群と対照群の両群に分ける．

P2）被験者に学習動画を視聴させる．学習動画を視聴
していない状況を再現するため，動画の再生の間
に，被験者のスマートフォンに妨害メッセージを
送って，返信を要求する．

P3）動画学習が終わったら，被験者は 3分間の復習を
する．実験群は提案システムを利用し，提供され
た視聴状況図を参考にしながら復習する．対照群
は提案システムを利用せず，個人の記憶に基づい
て復習する．

P4）学習動画に関する事後テストを行う．テストの正
解率を用いて，提案システムの評価を行う．
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図 3: 視聴状況図の例

表 4: 学習動画のデータ
平均文字数 平均時間 合計文字数 合計時間

128 26秒 5122 17分 51秒

表 5: 妨害メッセージの種類と説明

妨害メッセージ 説明
自己紹介 自己紹介文をスマホで返信させる
動画視聴 送った動画をスマホで視聴させる

4.2 実験手順の詳細
評価実験に用いた学習動画は第一著者が作成したも

ので，内容は「動物おもしろ雑学集」2と「ほんよま」32
つのウェブサイトを参考にして作成した「動物の雑学
40選」であった．それぞれの雑学を説明する際の平均
文字数と平均時間，学習動画の合計文字数と合計時間
を表 4に示す．
評価実験に用いた学習動画は 18 分程度であったた

め，最後まで集中力を保てる被験者が居た可能性が高
い．そこで，意図的に被験者の学習動画を視聴しない
状況を作る必要がある．本実験で採用した方法は，「学
習動画の再生の間に，被験者のスマホに妨害メッセー
ジを送って，返信を要求する」であった．妨害メッセー
ジの種類と説明は表 5に示す．妨害メッセージは自己
紹介文を要求するものと，学習に関係ない動画視聴を
要求するものの 2つであった．
評価実験の最後に，被験者に学習動画の内容につい
て，選択肢問題 40個を出題した．各被験者の事後テス
トの正解率を以下の 3種類に分類した．
（1）FCR:学習動画を視聴している時間帯の問題の

2https://zooing.honpo21.net/ 2024年 11月 29日アクセス
確認．

3https://sanctuarybooks.jp/webmag/ 2024年 11月 29日ア
クセス確認．

表 6: 両群の各正解率（FCR：学習動画を視聴している
時間帯の問題の正解率，UCR：学習動画を視聴していな
い時間帯の問題の正解率，TCR：全体正解率，*p<0.05,

**p<0.01）
FCR UCR TCR

実験群 90.2% 93.7%** 92.8%*

対照群 92.3% 67.0% 81.9%

正解率
（2）UCR: 学習動画を視聴していない時間帯の問題
の正解率
（3）TCR: 全体正解率
表 6に両群の各正解率の数値を示す．

5 考察
両群の FCR（学習動画を視聴している時間帯の正解
率）について，実験群は 90.2%，対照群は 92.3%，両群
の平均値の差は 2.1%であった（t = 0.476，p = 0.643

> 0.05）．これは，学習動画を視聴している時，両群
の被験者は同等の学習を行なっていることを示してい
る．本研究では，両群の被験者の学習能力は同等であ
ると考えられる．
しかし，学習動画の視聴が妨害されると，両群の被
験者の学習成果に差が現れた．両群のUCR（学習動画
を視聴していない時間帯の正解率）について，実験群
は 93.7%，対照群は 67.0%，両群の平均値の差は 26.7%

であった（t = -5.032，p = 0.002 < 0.05）．この結果
から，提案システムは被験者の学習動画を視聴してい
ない時間帯の復習を支援できたことが分かった．
両群のTCR（全体正解率）について，実験群は92.8%，

対照群は 81.9%，両群の平均値の差は 10.9%であった
（t = -2.811，p = 0.01 < 0.05）．この結果から，提案
システムを利用した実験群の被験者は動画学習が効果
的に行えることが確認された．
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この 3つの結果から，提案システムはユーザの動画
学習の復習に支援を提供することで，学習動画を視聴
していない時間の復習が効果的に行え，学習成果を向
上させることが確認された．

6 おわりに
本研究では，オンライン学習の一種である動画学習
の復習効率問題を注目し，瞳検出技術を用いた動画学
習中の視聴状況を表示する学習支援システムを提案し
た．提案システムは瞳検出を実装することで，ユーザの
学習動画への視聴状況を計測し，学習動画の再生時間
に合わせる可視化図をユーザに提供する．視聴状況の
可視化図を参照にすることにより，ユーザが効率的に
復習でき，動画学習の効果を向上させると期待される．
提案システムの有用性を確認するため，20名の被験
者を募集し，実際の動画学習を模倣した評価実験を行っ
た．実験の結果として，実験群の学習動画を視聴してい
ない時間帯の問題の正解率は対照群より 26.7%高くなっ
た．この結果から，提案システムの利用により，ユー
ザは限られた時間に学習動画の視聴していない部分を
より効率的に復習できることが確認された．
今後の課題として，大学の講義のようにより長い時
間での動画学習における提案システムの効果を検証す
ることが考えられる．
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