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Abstract: 従来のテキスト分類手法では各分類タスクにより，分類モデルを訓練する必要がある．
そこで本研究では，ゼロショット分類モデルの分類ラベルを調整することにより，分類精度を向上す
る手法を提案する．日本語の聴解テストに付与した分類ラベルと日本アニメの会話シーンに提案手
法を用いて付与されたラベルを用いて属性分類を行い，分類精度を検証した．会話相手の人間関係，
会話の場所，会話の形式の三つの属性を設け，聴解テストの頻出パターンに限定し，アニメシーンで
の分類精度を属性ごとに評価した．結果としては，3種類の会話属性の中に 1種類以上が正解である
割合は 88.5％となった．

1 はじめに
異なるデータセット中のテキストを属性ごとにマッ
チングするタスクにおいて，機械学習の分類の方法を
用いることができる．テキストに属性を示すラベルを
付与して学習データを作成し，学習データを用いて分
類モデルを作成することで，テキストの自動分類とマッ
チングが行える．一般的にテキストにラベルを付与す
る作業は時間がかかる．なお，ラベルは分類タスクが
変化するごとに付け直す必要がある．さらには分類モ
デルの再作成にも時間がかかる．
本研究では，学習データへのラベリングと分類モデ
ルの再作成の作業負担を減らすため，ゼロショット分
類を用いたテキストのマッチング手法を提案する．ゼ
ロショット分類では，入力するテキストが同じであって
もラベルセットが変わると分類結果も変化する．そこ
で本研究では，ゼロショット分類に用いるラベルセット
として分類精度の高いものを抽出し，抽出されたラベ
ルセットを用いてテキストのマッチングを行う．
本論文では，1つのデータセットから得られたラベ

ルセットを用いて，もう 1つのデータセットの属性の
分類が行えるかを確認し，マッチングの精度評価は今
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後の課題とする．

2 関連研究
本研究に関する既存研究を示し，本研究の位置付け

を行う．

2.1 属性を用いたテキスト分類
テキスト分類を扱った研究は多く，それぞれの研究に
おいて分類の属性が用意されている．Hanazonoら [1]

の研究は，テキストに感情を表す属性ラベルを付与し，
テキストを分類した．Elberrichi [2]らの研究では，単
語間の関係を分析し，構文属性と文法属性により，テ
キストを分類した．また，対話文のテキストを分類す
るため，会話の形式，会話の場所，会話の活動，話者
間の関係性など 8種類のメタ属性を取り入れた研究も
ある [3]．また，Pazzaniら [4]の研究では，ユーザが
投稿した商品説明に記載された属性を分類することで，
ユーザの興味に合致するアイテムをピンポイントで特
定する．テキストの内容からテキストの場所や人物間
の関係を自動的に属性で分類する研究もある [5, 6]．
既存研究ではテキストを分類するため，手作業でラ
ベルを付与し，学習データを用意することが多い．本
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図 1: 分類精度の高いラベルセットの抽出の流れ.

研究では，ゼロショット分類を用いて異なるテキスト
の属性のマッチングを行う手法を提案する．

2.2 ゼロショット分類
ゼロショット分類を用いた様々な研究が提案されて
いる．例えば，銀行が公表する文書をゼロショットで分
類することにより，銀行の政策スタンスを評価する手
法 [7]や，声質変換をゼロショットにより行う手法 [8]

などがある．
既存研究でもゼロショット分類の精度の改善が行わ
れているが，ラベルセットの調整を試みたものは少な
い．本研究では，分類精度の高いラベルセットを自動
的に抽出することでゼロショット分類を行う手法を提
案する．

3 提案手法
図 1と図 2に提案手法の流れを示す．提案手法は主

に 2つの部分で構成され，1つ目は属性分類の精度の高
いラベルセットを特定する部分であり，2つ目は分類さ
れた属性によりテキストをマッチングする部分である．
図 1のラベルセットの抽出では，先にラベル付けテ

キストデータセットを用意する．そして，ラベル付け
テキストデータセットの元ラベルをWordNet を利用
し，同義語を探し，異なる候補ラベルセットを生成す
る．生成されたラベルセットでラベル付けテキストデー
タセットをゼロショットで分類し，分類の結果と元ラベ
ルを比較し，分類精度の高いラベルセットを抽出する．
図 2の属性マッチングでは，抽出されたラベルセッ
トでラベルなしのデータセットとラベル付けデータセッ
トをゼロショットで分類し，同じ属性ラベルを持つデー
タ同士ををマッチングする．

図 2: 属性マッチングの流れ.

3.1 ゼロショット分類のためのラベルセット
の抽出

分類精度の高いラベルセットを抽出するため，先に
WordNet で大量のラベルセットを生成する．そして，
それぞれ生成されたラベルセットでテキスト属性を分
類し，正解ラベルと比べて，分類精度を算出する．
本研究はWordNet を利用し，(1) 同義語置換，(2)

反義語と組合せ，(3) フレーズを追加の 3つの手法で
ラベルセットを生成する．図 3は (1) 同義語置換の手
法を示している．ラベルセット「雑談，相談」の中の
ラベル「雑談」に対し「ゴシップ」が同義語として示
され，もう一方のラベル「相談」に対し「協議」が同
義語として示されている．これらの同義語を組合せる
ことにより，ラベルセットの候補「ゴシップ，協議」を
生成する．図 4は (2) 反義語と組合せの手法を示して
いる（2分類の場合）．ラベル「雑談」に対し「ゴシッ
プ」が同義語として示され，「ではない」を追加し，「ゴ
シップ，ゴシップではない」を生成する．図 5は (3) フ
レーズを追加の手法を示している．ラベル「雑談」に
対し「ゴシップ」が同義語として示され，もう一方の
ラベル「相談」に対し「協議」が同義語として示され
ている．フレーズを追加し，「ゴシップ+フレーズ，協
議+フレーズ」を生成する．図 5ではフレーズの例と
して「の会話」が使われており，生成されたラベルは
「ゴシップの会話，協議の会話」となる．
生成されたラベルセットでラベル付けのデータセッ
トをゼロショットで分類し，分類結果と元付けたラベ
ルを比較し，ラベルセットの分類精度を評価する．そ
して，分類精度の高いラベルセットを抽出する．

3.2 属性マッチング
抽出されたラベルセットを用いて，2つの異なるデー
タセット中のテキストをゼロショットで分類する．分類
された属性ラベルをテキストに付与し、属性の相違に
よりテキスト間でマッチングを行う。
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図 3: WordNetでラベルセットの生成（同義語置換）.

図 4: WordNetでラベルセットの生成（反義語と組み
合わせ）.

4 予備実験
属性分類に用いるラベルセットを抽出するための予
備実験を行った．予備実験と評価実験では，データセッ
トとして日本語能力検定試験の聴解テストの会話テキ
スト集合と，日本のアニメ会話シーンのテキスト集合
を用いた．これは，既存研究において聴解テストと属
性が一致するアニメ会話シーンを提供する妥当性が確
認されているためである [10]．

4.1 実験手順
実験は以下の手順に従って行った．

1. 聴解テストの属性ラベルを手作業で付与する．

2. WordNetを利用し，候補ラベルセットを生成する．

3. 候補ラベルセットを用いて聴解テストをゼロショッ
トで分類する．

4. 得られた分類結果と手作業の結果を比較し，分類
精度の高いラベルセットを抽出する．

図 5: WordNet でラベルセットの生成（フレーズを
追加）.

会話テキストに付与する属性は，既存研究 [3]を参
照し，「場所」「形式」「関係」の 3種類とした．それぞ
れに初期ラベルセットとして，

• 場所（6分類）: 自宅，職場，学校，施設，屋外，
電話

• 形式（2分類）: 雑談，用談相談

• 関係（4分類）: 初対面，知り合い，友達，家族

を手作業で付与した．
本研究は 2つのゼロショット分類方法を利用した．1

つ目はテキストを Embeddingしてベクトルを作成し，
ベクトルのコサイン類似度を評価することで分類する
手法である（図 6）．言語モデルを用いてテキストと
ラベルをEmbeddingしてベクトルを作成し，ベクトル
のコサイン類似度を評価して，類似度が高いラベルを
テキストの分類結果とする．実験は Open-AIの text-

embedding-ada-002モデル 1を用いた．
2つ目はテキストとラベルセットを与えて，事前訓
練済み言語モデルを用いてゼロショット分類を行う手
法である（図 7）．テキストとラベルセットを事前訓練
済み言語モデルに与え，各ラベルの尤度を算出し，尤
度が最も高いラベルをテキストの分類結果とする．実
験はMoritzLaurerモデル 2を用いた．
2つのゼロショット分類方法ごとに分類精度の高いラ
ベルセットを評価した．ラベルセットの分類精度を評
価するため，既存研究 [11]を参照し，分類結果の平均
二乗平方誤差（RMSE）を用いて評価を行った．
予備実験に用いた聴解テストの内容を説明する．実
験には N1から N5まで各レベル 50件合計 250件聴解
テストを利用し，「場所」，「形式」，「関係」3種類の属性

1https://platform.openai.com/docs/guides/embeddings
2https://huggingface.co/MoritzLaurer/mDeBERTa-v3-

base-xnli-multilingual-nli-2mil7
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図 6: テキストと分類ラベルの Embeddingの類似度に
よりゼロショット分類を行う例.

表 1: 各ゼロショット分類の属性ごとの RMSEが一番
低いラベルセット
ゼロショット分類方法 属性 分類精度の高いラベルセット RMSE

MoritzLaurer

場所 6分類 [自宅で話す，職場で話す，学校で話す，
施設で話す，街並みで話す，電話で話す]

1.75

形式 2分類 [世間話，相談] 3.43

関係 4分類 [初対面間の会話，御近付き間の会話，
身方間の会話，親類間の会話]

2.39

Open-AIの embedding

場所 6分類 [自宅で話す，職場で話す，学校で話す，
施設で話す，街並みで話す，電話で話す]

2.54

形式 2分類 [雑談，相談] 3.17

関係 4分類 [初対面，知辺，馴じみ，親類] 2.74

のラベルを手作業で付けた．そして，WordNetを利用
し，162個の候補ラベルセットを生成した．

4.2 実験結果
RMSEが最も低いラベルセットを表 1に示す．2つの

ゼロショット分類方法で異なるラベルセットが得られた．
MoritzLaurerモデルで抽出したラベルセットのRMSE

の平均値は 2.54，Open-AIの embeddingモデルでの場
合の平均値は 2.81であった．平均値より，MoritzLaurer

モデルの方が分類精度の高いラベルセットが抽出され
たことがわかった．
一方で，「形式」の分類においては，Open-AIの em-

beddingモデルを用いた方がRMSEの値が低いラベル
セットが抽出された．そこで，次章の評価実験において
は表 1のラベルセットのうち，（1）MoritzLaurerで得
られたラベルセットを用いた分類と（2）MoritzLaurer

で得られた「場所」「関係」のラベルセットとOpen-AI

の embeddingモデルで得られた「形式」のラベルセッ
トを用いた分類の 2種類の評価を行う（表 2）．

図 7: 事前訓練モデルによりゼロショット分類を行う例.

表 2: 評価実験で用いるゼロショット分類方法とラベル
セット
ゼロショット分類方法 属性 分類精度の高いラベルセット

MoritzLaurer

場所 6分類
（MoritzLaurer）

[自宅で話す，職場で話す，学校で話す，
施設で話す，街並みで話す，電話で話す]

形式 2分類
（MoritzLaurer） [世間話，相談]

関係 4分類
（MoritzLaurer）

[初対面間の会話，御近付き間の会話，
身方間の会話，親類間の会話]

Open-AIの embeddingと
MoritzLaurer

場所 6分類
（MoritzLaurer）

[自宅で話す，職場で話す，学校で話す，
施設で話す，街並みで話す，電話で話す]

形式 2分類
（Open-AIの embedding） [雑談，相談]

関係 4分類
（MoritzLaurer）

[初対面間の会話，御近付き間の会話，
身方間の会話，親類間の会話]

5 評価実験：アニメシーンの会話の
属性分類の評価

評価実験では，聴解テストで抽出したラベルセット
がアニメ会話シーンの属性分類に有効であるかを評価
した．

5.1 実験手順
実験は以下の手順に従って行った．

1. 聴解テストとアニメシーンの会話のテキストデー
タを用意する．

2. 表 2に示すラベルセットを用いてゼロショットで
分類する．

3. 聴解テストに手作業で付与された 3種類の属性の
組合せの数をカウントし，上位 10個を頻出の組
合せとする（表 3）．

4. 表 3の属性の組合せごとに分類されたアニメシー
ンの会話テキストを 10個ずつサンプリングする．

5. サンプリングされたアニメ会話シーンの分類が正
解か否かを手作業で確認する．
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表 3: 聴解テストの各頻出属性の組合せ．
属性の組合せ
用談相談, 職場, 知り合い
用談相談, 施設, 初対面
用談相談, 学校, 知り合い
雑談, 職場, 友達
用談相談, 学校, 友達
雑談, 学校, 友達
用談相談, 職場, 友達
雑談, 自宅, 友達
用談相談, 自宅, 家族
用談相談, 電話, 初対面

初めに聴解テストとアニメシーンの会話のテキスト
データを用意した．聴解テストは予備実験で使用した
ものと同じであった．アニメシーンの会話は，複数の
アニメから既存研究の手法 [9] を用いてシーンごとに
カットされたものを用意し，合計 314,930個であった．
実験では，4章で説明したように，（1）MoritzLaurer

と（2）Open-AIの embeddingとMoritzLaurerの 2つ
の手法でアニメシーンをゼロショット分類した．

5.2 実験結果
表 4に，MoritzLaurerモデルを用いて分類された結

果を示す．10種類の属性の組合せに対し，形式，場所，
関係のいずれかが一致した数，3種類の属性，2種類の
属性，1種類の属性が一致した数，および一致した属
性がなかった数を示す．表 4では，100個のサンプリ
ングされたのアニメシーンの中，形式が一致したのは
81個，場所が一致したのは 53個，関係が一致したの
は 58個であった．3種類の属性が全部一致したアニメ
シーンは 31個，2種類が一致したのは 36個，1種類
が一致したのは 27個，全部一致しなかったのは 6個で
あった．
表 5はOpen-AIの embeddingとMoritzLaurerを用

いて分類された結果を示す．100個のサンプリングの
アニメシーンの中，形式が一致したのは 75個，場所が
一致したのは 54個，関係が一致したのは 51個であっ
た．3種類の属性が全部一致したのは 33個，2種類が
一致したのは 29個，1種類が一致したのは 21個，全
部一致しなかったのは 17個であった．

6 考察
100個のサンプリングされたアニメシーンの分類結果
として，1種類以上の属性で正解であったものに注目す
る．MoritzLaurerモデルを用いた場合に94個（31+36+27）

一致し，Open-AIの embeddingとMoritzLaurerモデ
ルを用いた場合に 83個（33+29+21）一致した．両者
の平均は 88.5となった．この結果から，データセット
から得られたラベルセットを用いて，異なるデータセッ
トの分類が行えることが確認された．
属性ごとの分類の結果に注目する．いずれのモデル
においても「形式」の一致数が最も多く，それぞれ 81

個と 75個であった．このことから「形式」の分類精度
の高いことが確認できた．

7 おわりに
本研究では，ゼロショット分類を利用し，テキストを
分類属性によりマッチングする手法を提案した．提案
手法は，良い分類結果が得られるラベルセットを抽出
し，ラベルセットを用いてテキストのゼロショット分類
を行う．同一ラベルが付与されたテキスト同士をマッ
チングする．評価実験では提案手法で得られた 1つの
データセットから得られたラベルセットを用いて，別
のデータセットの属性の分類が行えるかを評価した．
実験では，日本語能力試験の聴解テストの会話テキ
ストから得られたラベルセットを用いて，アニメ会話
シーンのテキストを分類する実験を行った．ゼロショッ
トの分類モデルとして，2種類のゼロショット分類方法
を用い，（1）MoritzLaurerモデル 3種類属性のラベル
セットと，（2）MoritzLaurerモデルの「場所」，「関係」
のラベルセットとOpen-AIの embeddingの「形式」の
ラベルセットの組合せを用いた．100個のアニメシー
ンに対し，分類された聴解テストの正解数を評価した．
実験の結果，1種類以上の属性が一致した分類結果は
100個中 94個（MoritzLaurer）と 87個（Open-AIの
embedding と MoritzLaurer）で，平均が 88.5個とな
り，1 つのデータセットから得られたラベルセットが
他のデータセットの属性分類に適用できることを確認
した．
今後，提案手法のマッチング精度を評価する実験を

行う．
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